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USAF SUMMER FACULTY RESEARTH FROGFAM - 1986

The United States Air Force Suwmmer Faculty Research Frogram -
(USAF-5FRFP) is a program designed to introduce university, caollege,
and technical institute fasulty members to Alr Foorce research. This
is accomplished by the faculty wmember heing celected on & nationally
advertised, competitive hasis for a ten-week assaignment during the
summer intersession period to perform research at Air Force
labaratories/centers and research activities. Each assipgnment is in
a subject area and at an Air Farce facllity mutually agreed upan oy
the faculty member and the Air Force. In aadition to compensation anda
travel, cost of living allowances are slso paid. The USAF-SFRF is
sponsored by the Air Force Office of Scientific Research, Air Force
Systems Command, United States Air Forece, and is conducted by
Universal Energy Systems, Inc.

The specific objectives of the 1986 USAF-SFRF ared

(1) To provide a produsztive means for scientists and engineers
holding advanced degrees to participate in research at various Airv
Force research activities;

(2) To stimulate continuing professional assocization among the
scholars and their prafessiconal peers in the Air Forces

(3) To further the research aobjectives of the United States Air

O H -

(4) To enhance the research praductivity and capabilities of
s-ientists and engineers especially as these relate to Air Force
technical interests.

Iuring the summer of 1986, 158 faculty members participated in
the USAF-SFRF. These researchers were assigned to approxdimately 25
USAF laboratovries/centers and-research activities across the country.
A Management Report along with a three volume Technical Report
consisting of a compilation of the final reporte written by the
assigned faculty members describing their summer research,efforte is
provided by the contractor, Universal Enerqgy Systems.
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\ PREFACE

\gfhe United States Air Force Summer Faculty Research Program
(USAF-SFRP) is a program designed to introduce university, college, and
technical institute faculty members to Air Force research, This is
accomplished by the faculty members being selected on a nationally
advertised competitive basis for a ten-week assignment during the summer
intersession period to perform research at Air Force
laboratories/centers. Each assignment is in a subject area and at an Air
Force facility mutually agreed upon by the faculty members and the Air
Force. In addition to compensation, travel and cost of living allowances
are also paid. The USAF-SFRP is sponsored by the Air Force Office of
Scientific PResearch, Air Force Systems Command, United States Air Force,

and is conducted by Universal Energy Systems, Inc.
The specific objectives of the 1986 USAF-SFRP are:

(1) To provide a productive means for Scientists and Engineers
holding Ph.D. degrees to participate in research at the Air
Force Weapons Laboratory;

(2) To stimulate continuing professional association among the

Scholars and their professional peers in the Air Force;

(3) To further the research objectives of the United States Air

Force;

(4) To enhance the research productivity and capabilities of
Scientists and Engineers especially as these relate to Air
Force technical interests.

uring the summer of 1986, 158-faculty members participated. These
researcRers were assigned to 25 USAF 1laboratories/centers across the

country. —“This three volume document is a compilation of the final
reports written by the assigned faculty members about their summer

research efforts.
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LIST OF PARTICIPANTS

NAME /ADDRESS

Or. John E. Ahlquist
Assistant Professor

Dept. of Meteorology
Florida State University
Tallahassee, FL 32306-3034
(904) 644-1558.

Dr. Rasphal S. Ahluwalia
Associate Professor
Dept. of Industrial Eng.
West Virginia University
Morgantown, WV

(304) 293-4607

Dr. David R. Anderson
Assistant Professor

Dept. of Chemistry
University of Colorado
Austin Bluffs Parkway
Colorado Springs, CO 80907
(303) 570-9578 _

Dr. David M. Barnhart
Professor

Dept. of Physical Sciences
Eastern Montana College
1500 North 30th Street
Billings, MT 59101-0298
(406) 657-2028

Dr. Frank P. Battles
Professor

Mass. Maritime Academy
Basic Science Dept.
Buzzards Bay, MA 02532
(617) 224-8388

Dr. Georges A. Becus
Associate Professor
University of Cincinnati
Aero. Engineering and

Engineering Mechanics
Cincinnati, OH 45221
(513) 475-6115

DEGREE, SPECIALTY, LABORATORY ASSIGNED

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned.

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Ph.D., Meteorology, 1981
Meteorology
AFGL

Ph.D., Systems Eng., 1977
Systems Engineering
AAMRL

Ph.D., Organic Chemistry,
1978

Organic Chemistry

FJSRL

Ph.D., Chemistry, 1964
Chemistry
FJISRL

Ph.D., Physics, 1969
Physics
AFGL

Ph.D., Engineering Science,
1973

Engineering Services

FOL




Dr. Rex L. Berney
Associate Professor
University of Dayton
Physics Department

300 College Park

Dayton, OH 45469

(513) 299-3012 or 299-2311

Dr. Albert W. Biggs
Professor
University of Alabama
in Huntsville
Electrical Engineering
Engineering Bldg 263-B
(ECE Dept.)
Huntsville, AL 35899
(205) 895-6459

Dr. Phillip A. Bishop
Assistant Professor

Director of Human Performance

Laboratory
The University of Alabama
P 0 Box 1967
Area of HPER
University, AL 354R6
(205) 348-8370

Dr. Patricia T. Boggs
Assistant Professor

of Management Science
Wright State University
Dayton, OH 45435

(513) 873-2080 or 2290

Dr. James A. Brown
Assistant Professor
Tougaloo College
c/o History Dept.
Tougaloo, MS 39174
(601) 957-3623

Or. Clifford G. Burgess
Assistant Professor

Univ. of Southern Mississippi

Computer Science Department
Sou. Station Box 5106
Hattiesburg, MS 39406
(601) 266-4949

Degree:

Speciality:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:

Specialty:
Assigned:

iv

Pn.D., Solid State Physics,
1978

Solid State Physics

AL

Ph.D., Electrical
Engineering, 1965
Electrical Engineering
WL

£d.D., Exercise Physiology,
1983

Exercise Physiology

SAM

D.B.A., Decision Science,
1984

Decision Science

HRL/LR

M.A., History, 1966
History
WL

Ph.D., Computer Science,
1985

Computer Science

SAM




Dr. Jeffrey D. Camm
Assistant Professor
University of Cincinnati
Quantitative Analysis/I1S
ML #130

Cincinnati, OH 45221
(513) 475-362]

Dr. Thomas A. Carney
Assistant Professor
Dept. of Meteorology
Florida State University
404 Love Building
Tallahassee, FL 32306
(904) 644-6806

Dr. George D. Catalano
Associate Professor

Mechanical Engineeering Dept.

Louisiana State University

Baton Rouge, LA 70803-6413

(504) 388-5792

Dr. Bor-Chin Chang
Assistant Professor

Electrical Engineering Dept.

Bradley University
Pecria, IL 61625
(309) 676-7611

Or. Garvin Chastain
Associate Professor
Boise State University
Dept. of Psychology
19710 University Drive
Boise, ID 83704

(208) 385-2855

Dr. Shive K. Chaturvedi
Assistant Professor
Civil Engineering

Ohio State University
470 Hitchcock Hall
Columbus, OH 43210
(614) 422-2617

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqgree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

ph.D., Management Science,
1984

Management Science

BRMC

Ph.D., Meteorology, 1984
Meteorology
£SC

Ph.D., Aerospace
Engineering, 1977
Aerospace Engineering
AD

Ph.D., Electrical
Engineering, 1983
Electrical Engineering
FOL

Ph.D., Human Experimental
Psychology, 1376

Human Experimental
Psychology

HRL/0QT

Ph.D., Mechanical
Engineering, 1979
Mechanical Engineering
ML




Dr. Hoffman H. Chen
Associate Professor
Grambling State University
Department of Chemistry
Grambling, LA 71245%

(318) 274-2260

Dr. Lea D. Chen
Assistant Professor

The University of lowa
Dept. of Mechanical Eng.
Iowa City, IA 52242
(319) 353-5695

Or. Wu C. Cheng
Associate Professor
Physics Department
Paine College

1235 Fifteenth Street
Augusta, GA 30910-2799
(404) 722-44M

Dr. John Y. Cheung
Associate Professor
University of QOklahoma
School of Electrical Eng.
and Computer Science
202 W. Boyd, Room 219
Oklahoma City, 0K 73170
(405) 325-4324

Dr. Derald Chriss
Assistant Professor
Southern University
Chemistry Dept.
Southern Branch P.O0.
Baton Rouge, LA 70813
(504) 771-2000

Dr. Wolfgang Christian
Assistant Professor
Dept. of Physics
Davidson College
Davidson, NC 28036
(704) 892-2000

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:

Assigned:

Degree:
Specialty:
Assigned:

vi

Ph.D., Organic Chemistiry,
1976

Mechanical Engineering
SAM

Ph.D., Mechanical
Engineering, 1981
Organic Chemistry
APL

Ph.D., Physical Chemistry,

© 1954

Physical Chemistry
FJISRL

Ph.D., Electrical
Engineering, 1975
Electrical Engineering
AL

M.A., Chemistry, 1981
Physical and Analytical
Chemistry

ML

Ph.D., Physics, 1975
Physics
AFGL




Or. Jacob N. Chung
Associate Professor

wWashington State University
Dept. of Mechanical Engineering

Puliman, WA 99164-2920
(509) 335-3222

Dr. Brenda J. Claiborne
Assistant Professor
University of Texas,
San Antonio

Div. of Life Sciences
San Antonio, TX 78285
(512) 691-4458

Dr. Donald F. Collins
Physics Chairman
Warren Wilson College
Physics Department

Box 5117

701 warren Wilson Road
Swannanoa, NC 28778
(704) 298-3325

Dr. William T. Cooper
Assistant Professor
Chemistry Dept.

Florida State University

Tallahassee, FL 32306-3006

(904) 644-6875 or 644-3810

Dr. Richard H. Cox
Professor

Kansas State University

Center for Human Motor
Performance

203 Ahearn

Manhattan, KS 66502
(913) 532-6765

Dr. William Day

Associate Professor

Dept. of Computer Science
and Engineering

Auburn University

244 Payne Street

Auburn, AL 36830

(205) 826-4330

Degree:

Specialty:

Assigned:

Jegree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Ph.D., Mechanical
Engineering, 1979
Mechanical Engineering
APL

Ph.D., Biology, 1981
Biology
SAM

Ph.D., Physics, 1970
Physics
AFGL

Ph.D., Chemistry, 1981
Chemistry
ESC

Ph.D., Motor Learning
and Control, 1973

Motor Learning & Control
HRL/MO

Ph.D., Mathematics, 1969
Mathematics
RADC




Dr. Vito G. DelVecchio
Professor of Biology
University of Scranton
Scranton, PA 18510
(717) 961-6117

Dr. Shirshak K. Dhali

Assistant Professor

Dept. of Electrical Engineering
Southern I1linois University
Carbondale, IL 62901

(618) 536-2364

Dr. Lokesh R. Dharani
Assistant Professor
University of Missouri-Rolla
Dept. of Engineering Mechanics
Rolla, MO 65401-0249

(314) 341-4586

Dr. Peter J. Disimile
Assistant Professor
Aerospace Engineering and
Engineering Mechanics
University of Cincinnati
Mail Location 70
Cincinnati, OH 45221
(513) 475-2936

Dr. Michael L. Doria
Associate Professor of
Mechanical Engineering
Valparaiso University
Valparaiso, IN 46383
(219) 464-5104

Dr. George R. Doyle, Jr.
Associate Professor
University of Dayton
Mechanical Engineering Dept.
300 College Park Drive
Dayton, OH 45469

(513) 229-2995

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degqree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

viii

Ph.D., Biochemical
Genetics, 1967
Biochemistry, Genetics
SAM

Ph.D., Electrical
Engineering, 1984
Electrical Engineering
APL

Ph.D., Engineering
Mechanics, 1982
Engineering Mechanics
ML

Ph.D., Fluid Mechanics,
1984

Fluid Mechanics

FOL

Ph.D., Mechanics, 1968
Mechanics
FDL

Ph.D., Mechanical
Engineering, 1973
Mechanical Engineering
FDL




Dr. Franklin E. Eastep
Professor

Aerospace Engineering
University of Dayton
300 College Park Drive
Dayton, OH 45469

(513) 229-2241

Dr. Thaddeus J. Englert
Assistant Professor
University of Wyoming
Dept. of Electrical Eng.
University Station
Laramie, WY 82071

(307) 766-6321

Or. Dennis R. Flentge
Assistant Professor
Cedarville College
Math/Science Department
Box 601

Cedarville, OH 45314
(513) 766-2211

Dr. Mark A. Fulk

Assistant Professor

University of Florida

Computer & Information Sciences
512 Weil Hall

Gainesville, FL 32611

(904) 392-9219

Dr. Patrick 7. Gannon, Sr.
Assistant Professor

Dept. of Meteorology
Lyndon State College

vail Hill

Lyndonville, VT 05851
(802) 626-9371

Dr. John K. George
Professor of Chemistry
Mary Washington College
Fredericksburg, VA 22401
(703) 899-4320

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

ix

Ph.D., Aero and Astro, 1968
Aero and Astiro

FOL

Ph.D., Physics, 1982
Physics
FJSRL

Ph.D., Physical Chemistry,
1974

Physical Chemistry

APL

Ph.D., Computer Science,
1986

Computer Science

AD

Ph.D., Atmospheric Science,
1977

Atmospheric Science

AFGL

Ph.D., Physical Chemistry,
1976

Physical Chemistry

FJSRL




Dr. Albert (. Giere
Assistant Professor
Physics Depariment
pakwood College
Huntsville, AL 35806
(205) 837-1630

Dr. Doris 0. Ginn
Associate Professor

Dept. of English and
Modern Foreign

1400 John R. Lynch Street
Jackson, MS 39217

(601) 968-2116

Dr. Thomas A. Gosink
Research Associate Professor
University of Alaska
Geophysical Institute
Fairbanks, AK 99776-0800
(907) 786-1800

Dr. Raghava G. Gowda
Assistant Professor

Dept. of Computer Science
University of Dayton

300 College Park Drive
Dayton, OH 45469

(513) 229-5508

Dr. Gerald R. Graves
Assistant Professor
Industrial Engineering
Louisiana State University
3128 CEBA

Baton Rouge, LA 70803
(504) 388-~5112

Dr. Ronald L. Greene
Associate Professor
Unjversity of New Orleans
Dept. of Physics

3726 Piedmont Drive

New Orleans, LA 70122
(504) 286-6714

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Ph.D., Mathematical
Physics, 1965
Matrnematical Physics
AEDC

Pn.D., Linguistics, 1979

Linguistics
HRL/1D

Ph.D., Organic Chemistry,

1965
Organic Chemistry
SAM

A.8.D., Electrical
Engineering, 1982
Electrical Engineering
HRL/LR

Ph.D, Industrial
Engineering, 1985
Industrial Engineering
ML

Ph.D., Physics, 1974
Physics
AL




Dr. William M. Grissom
Instructor

Physics Dept.
Morehouse College

830 Westview Dr., S.W.
Dansby Hall, Suite 131
Atlanta, GA 30314
(404) 681-2800

Dr. William A. Grosky
Associate Professor
Computer Science Dept.
Wayne State University
Detroit, MI 48202
(313) 5717-2471

Dr. Thomas R. Gulledge
Assistant Professor

Quantitative Business Analysis

Louisiana State University
3190 CEBA, QBA

Baton Rouge, LA 70803
(504) 388-2506

Dr. Ramesh C. Gupta
Professor of Mathematics

University of Maine at Orono

Dept. of Mathematics
Orono, MN 04469
(207) 581-3913

Dr. Fabjan C. Hadipriono
Assistant Professor

The Ohio State University
Civil Engineering Dept.
2070 Neil Avenue
Columbus, OH 43210

(614) 422-8518

Dr. Frank 0. Hadlock
Professor and Chairman
Florida Atlantic University
Dept. of Mathematics

Boca Raton, FL 33431

(305) 393-3342

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xi

MSE Mechanical Engineering,
1978

Mechanical Engineering

RPL

Ph.D., Engineering and
Applied Science, 1971
Eng. & Applied Science
AL

Ph.D., Engineering
Management, 1981
Engineering Management
BRMC

Ph.D., Mathematical
Statistics, 1970
Mathematical Statistics
SAM

Ph.D., Engineering,
Civil Engineering, 1982
Engineering, Civil
Engineering

WL

Ph.D., Mathematics, 1966
Mathematics
SAM




Dr. Prabhat Hajela
Assistant Professor
Engineering Sciences
University of Flordia

231 Aero Engineering Bldg.
Gainesville, FL 32611
(904) 392-0961

Dr. Patrick R. Hannon
Assistant Professor

Helth & Physical Education
Northern Arizona University
Box 6012, HPR Dept.
Flagstaff, AZ 86011

(602) 523-4122

Dr. Donald F. Hanson

Associate Professor

University of Mississippi

Dept. of Electrical Engineering
University, MS 38677

(601) 232-5389

Dr. Gerald F. Harris
Director

Biomedical Engineering
Shriners Hospital

2211 N. 0ak Park Avenue
Chicago, IL 60635
(312) 622-5400

Dr. Edward J. Hass

Assistant Professor

Frank1in and Marshall College
Whitely Psychology Lab.

Box 3003
Lancaster, PA
(717) 291-4202

17604

Dr. Doyle E. Hasty
Associate Professor
Engineering/Physics
Motlow State College
P 0 Box 860
Tullahoma, TN 37330
(615) 455-851

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:

Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assiqgned:

xii

Ph.D., Aeronautics and
Astronautics, 1982
Aeronautics & Astronautics
AD

td.D., Exercise Science,
1980

fducation, Exerc.se Science
AAMRL

Ph.D., Electrical Eng.
(Electromagnetics), 197¢
Electrical Engineering,
Electromagnetic
Electronics

RADC

Ph.D., Biomedical Engr.,
1981

Biomedical Engineering,
Biomechanics

AAMRL

Ph.D., Psychology, 1983
Psychology
HRL/0T

M.S., Engineering
Administration, 1974
Engineering Administration
AEDC




Dr. Michael A. Hayes
Assistant Professor
Dept. of Physics
Dartmouth College
Hanover, NH 03755
(603) 646-2973

Dr. James C. Ho

Professor of Physics & Chemistiry
Wichita State University
Wichita, KS 67208

(316) 689-3190

Dr. Peter F. Hoffman
Assistant Professor
Dept. of Mathematics
University of Colorado
Box 170, UCD

Denver, CO 80202
(303) 556-4808

Or. Robert R. Hoffman
Assistant Professor
Dept. of Psychology
Adelphi University
Garden City, NY 11530
(516) 663-1055

Dr. Clifford C. Houk

Professor of Chemistry

Director Industrial Hygiene
Program

Ohio University

Dept. of Chemistry

Athens, OH 45701-2979
(614) 594-6205

Dr. Ming-Shing Hung

Associate Professsor

Dept. of Administrative Sciences
Kent State University

Kent, OH 44242

(216) 672-2750

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

- Specialty:

Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xiii

Ph.D., Plasma Physics, 1981
Plasma Physics
AFGL

Ph.D., Chemistry, 1966
Chemistry
APL

Ph.D., Applied Mathematics,
1985

Applied Mathematics

AEDC

Ph.D., Experimental
Psychology, 1976
Experimental Psychology
ESD

Ph.D., Inorganic Chemistry,
1966

Inorganic Chemistry

OEHL

Doctor of Business Admin.,
Management Science, 1973
Business Administration,
Management Science

LC




Dr. John M. Jobe
Assistant Professor
Decision Sciences Dept.
Miami University of Ohio
229 Culler Hall

(513) 529-72N

Dr. Glen Johnson
Associate Professor
Mechanical and Materials
Engineering ‘
vanderbilt University
Box 8-8B

Nashville, TN 37235
(615) 322-0414

Dr. Betty Jones
Associate Professoer

Dir. of the EM Institute
830 Westview Dr., S.W.
Atlanta, GA 30314

(404) 681-2800

Dr. Jeremy C. Jones
Assistant Professor
University of West Florida
Systems Science

USF LIB 630 CS & Eng
Tampa, FL 33620

(813) 974-2114

Dr. Marvin S. Keener
Professor of Mathematics
Oklahoma State University
Math Department
Stillwater, 0K 74078
(405) 624-5789

Dr. Yong S. Kim

Assistant Professor

Dept. of Civil Engineering
The Catholic Univ. of America
washington, DC 20064

(202) 635-5163

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Ph.D., Statistics, 1984
Statistics
RADC

Ph.D., Mechanical
Engineering, 1978
Mechanical Engineering
AEDC

Ph.D., Biology, 1978
Biology
SAM

M.S., Physics, 1968
M.S., Math, 1965
Physics, Math

AD

Ph.D., Mathematics, 1970
Mathematics
AD

Ph.D., Civil Engineering,
1984

Civil Engineering

ESC




Dr. Joel R. Klink

Professor

Univ. of Wisconsin-Eau Claire
Chemistry Dept.
Eau Claire, WI
(715) 836-5518

54701

Dr. Stephan E. Kolitz
Assistant Professor
University of Massachusetts
Management Sciences Dept.
Boston, MA 02125

{617) 929-8051

Dr. Philipp G. Kornreich
Professor

Dept. of Electrical Engineering
and Computer Engineering
Syracuse University

Syracuse, NY 13244

(315) 423-4447

Dr. Mou-Liang Kung
Associate Professor

Math and Computer Science
Norfolk State University
2401 Corprew Avenue
Norfolk, VA 23504

(804) 623-8820

Dr. Charles E. Lance
Assistnat Professor
University of Georgia
Dept. of Psychology
Athens, GA 30602
(404) 542-4439

Dr. David I. Lawson

Assistant Professor

Mathematics and Computer Science
Stetson University

Box 8348

Detand, FL 32720

(904) 734-4121

Degree:

Specialty:
Assigned: RPL

1964
Organic Chemistry

Degree: Ph.D., Operations Research,
1983
Specialty: Operations Research

Assigned: ESD

Degree: Ph.D., Electrical Eng.,
1967
Specialty: £flectrical Engineering

Assigned: RADC

Ph.D., Math, 1974

Degree:
M.S., Comput=r Science, 1985
Specialty: Mathematics

Assigned: RADC

Degree: Ph.D., Psychology, 1985
Specialty: Psychology

Assigned: HRL/ID

Degree: M.A., Mathematics, 1968
Specialty: Mathematics

Assigned: AD

XV

Ph.D., Organic Chemistry,




Or. Paul S.T. Lee
Associate Professor

Dept. of Business Admin.
N.C. A&T State University
1601 €. Market Street
Greensboro, NC 27410
(919) 379-7656

Dr. C. Randal Lishawa

Physics Instructor

Dept. of Chemistry and Physics
Jefferson State University
Birmingham, AL 35243

(205) 853-1200

Or. Cheng Liu

Associate Professor

Dept. of Engr. Tech.
University of North Carolina
Charlotte, NC 28223

(704) 597-4191

Or. James C. LoPresto
Professor of ‘Astronomy
Edinboro University
Dept. of Physics
tdbinboro, PA 16444
(814) 7132-2469

Dr. Stephen L. Loy
Assistant Professor
Jowa State University
Management

374 Carver

Ames, IA 50010

(515) 294-8108

Dr. Nancy I. Lyons
Associate Professor
Dept. of Statistics
University of Georgia
Statistics Building
Athens, GA 30602
(404) 542-5232

Degree:

Specialty:
Assiqned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:

Assigned:

Degree:
Specialty:
Assigned:

xvi

Ph.D., Quantitative
Methods and Research
fconomics, 1973
Quantitative Methods and
Research Economics

FOL

Ph.D., Physical Chemistry,
1981
Physical Chemistry
AFGL

M.S., Civi) Engineering,
1963

Civil Engineering

ESC

Ph.D., Astronomy, 1974
Astronomy :
AFGL

DBA, MIS, 1986
Management Information
System

HRL/LR

Ph.D., Statistics, 1975
Statistics
LMC




Dr. Robert L. Manicke
Assistant Professor
U.S. Naval Academy
Math Oepartment

Attn: 9E

Annapolis, MD 21402
(301) 267-3603

Or. Arthur A. Mason
Professor of Physics

The University of Tennessee
Space Institute

Tullahoma, TN 37388

(615) A55-0631

Dr. Curtis W. McDonald
Professor of Chemistry
Dept. of Chemistry

Texas Southern University
3100 Cleborne

Houston, TX 77004

(713) 527-7003

Dr. Gopal M. Mehrotra
Assistant Professor
Wright State University
Materials Science and
Engineering Program
Systems Engineering
Dayton, OH 45435
(513) 873-2481

Dr. Jorge L. Mendoza
Associate Professor

Texas A&M University
Psychology Department
College Station, TX 77843
(409) 845-0880

Or. Shreenivas Moorthy
Associate Professor
Texas A&l University
Electrical Engineering &
Computer Science

Campus Box 192
Kingsville, TN 78363
(512) 595-2004

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:
Assignged:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

xvii

Ph.D., Statistics, 1980
Statistics
AAMRL

Pn.D., Physics, 1963
Physics
AEDC

Ph.D., Chemistry, 1962
Chemistry
OEHL

Ph.D., Metallurgy, 1975
Metallurgy
ML

Ph.D., Psychology, 1974
Psycholegy
HRL/MO

Ph.D., Electrical
Engineering, 1972
Electrical Engineering
HRL/LR




Dr. Mary L. Morton-Gibson Degree: Ph.D., Physiology and

Assistant Professor Biophysics, 1970
Physics Department Specialty: Physiology and Biophysics
The Citadel Assigned: SAM

Charleston, SC 29409
(803) 792-6943

Dr. Rex C. Moyer Degree: Ph.D., Microbiology, 1965
Associate Professor Specialty: Microbiology
Trinity University Assqgined: SAM

Biology Dept.

715 Stadium Drive

San Antonio, TX 78284
(512) 736-7242

Dr. V. Dakshina Murty Degree: Ph.D., Engineering
Associate Professor Mechanics, 1982
University of Portland Speciality: Engineering Mechanics
School of Engineering Assigned: FOL

Portland, OR 97203
(503) 283-7379

Or. Richard W. Nau Degree: Ph.D., Applied Math and
Professor of Math and- - Computer Science, 1970
Computer Science Specialty: Applied Math and Computer

Carleton College Science

Northfield, MN 55057 Assigned: WL

(607) 663-4361

Dr. Henry Nebel Deqree: Ph.D., Physics, 1967
Associate Professor Specialty: Physics
Alfred University Assigned: AFGL

Physics Department
Alfred, NY 14802
(607) 871-2208

Dr. Robert M. Nehs Degree: Ph.D., Mathematics, 1980
Associate Professor Specialty: Mathematics

Dept. of Mathematical Sciences Assigned: AFGL
Texas Southern University

3100 Cleburne Avenue

Houston, TX 77004

(713) 527-1915

xviii




g

Dr. Douglas L. Oliver
Assistant Professor
University of Toledo
Toledo, OH 43606
(419) 537-2885

Dr. Philip D. Olivier
Assistant Professor
University of Texas at
San Antonio

Division of Engineering
San Antonio, TX 78285
(512) 691-5565

Or. Harvey L. Paige
Associate Professor
Alfred University
Dept. of Chemistry
Alfred, NY 14802
(607) 871-2201

Dr. Parsottam J. Patel
Associate Professor
Meharry Medical College
Dept. of Microbiology
Nashville, TN 37208
(615) 327-6760

Dr. Robert A. Patsiga
Professor

Dept. of Chemistry

Indiana Univ. of Pennsylvania
Indiania, PA 15705

(412) 357-2210

Dr. Martin A, Patt

Associate Professor

University of Lowel]

Dept. of Electrical Engineering
1 University Avenue

Lowell, MA 01854

(617) 452-5000

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

fegree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqree:

Specialty:
Assigned:

Xix

Ph.D., Mechanical
fngineering, 1985
Mechanical Engineering
APL

Ph.D., Electirical
Engineering, 1980
Electrical Engineering
HRL/1D

Ph.0., Inorganic Chemistry,
1969

Inorganic Chemistry

ML

Ph.D., Microbiclogy, 1976
Microbiology
SAM

Ph.D., Organic and Polymer
Chemistry, 1962

Organic Polymer Chemistry
ML

M.S., Science, Electrical
Engineering, 1964
Electrical Engineering
AFGL




Dr. Jacqueline G. Paver
Research Associate

Duke University

Biomedical Engineering Dept.
136 Engineering Building
Qurham, NC 27706

(919) 684-6185

Or. Aiexandru A. Pelin
Associate Professor
of Computer Science
Florida International University
Dept. of Mathematical Sciences
Tamiami Campus
Miami, FL 33199
(305) 554-3386

Dr. Bernard J. Piersma
Professor of Chemistry
Houghton College
Houghton, NY 14744
(716) 567-2211

Dr. Leonard Price

Professor of Chemistry

Xavier University of Louisiana
Chemistry Department

7325 Palmetto Street

New Orleans, LA 70125

Dr. Craig G. Prohazka

Assistant Professor

University of Lowell

Dept. of Electrical Engineering
Lowell, MA 01854

(617) 452-5000

Dr. L. Rai Pujara

Assistant Professor

Electrical Systems Engineering
Wright State University
Dayton, OH 45435

(513) 873-2456

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:
Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
As<iqned:

XX

Ph.D., Biomedical
Engineering, 1984
Biomechanical £ngineering
AAMRL

Ph.D., Computer Science,
1977

Computer Science

WL

Ph.D., Physical Chemistry,
1965

Physical Chemistry

FJSRL

Ph.D., Organic Chemistry,
1962

Organic Chemistry

SAM

Ph.D., Electrical
Engineering, 1981
Electrical Engineering
RADC

Ph.D., Mathematics, 19M
Electrical Sys. Engineering
FOL




Dr. Richard S. Quimby

Assistant Professor

Worcester Polytechnic Institute
Dept. of Physics

100 Institute Road

Worcester, MA 01609

(617) 793-5490

Dr. Singiresu S. Rao
Associate Professor

School of Mechanical Engineering

Purdue University
west Lafayette, IN 47907
(317) 494-9766

Dr. Ralph J. Rascati
Associate Professor
Kennesaw College
Biology Department
Marietta, GA 30061
(404) 529-2878

Dr. Kuldip S. Rattan

Associate Professor

Dept. of Electrical Systems
Engineering

Wright State University
Dayton, OH 45435

(513) 873-2497

Dr. Barbara Rice
Associate Professor
Mathematics Dept.
Alabama A&M University
P 0 Box 326

Normal, AL 35762
(205) 859-7448

Or. Dan B. Rinks

Assistant Professor

Louisiana State University
Dept. of Quantitative Business
Analysis

3180 CEBA

Baton Rouge, LA 70803

(504) 388-5318

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

XX

Ph.D., Physics, 1979
Physics
RADC

Ph.D., Engineering Design,
19M

Engineering Design

FDL

Ph.D., Biochemistry, 1975
Biochemistiry

OEHL

Ph.D., Electrical
Engineering, 1975
flectrical Engineering
AAMRL

Ph.D., Mathematics, 1965
Mathematics
AD

Ph.0., Quantitative
Management Science, 1978
Quantitative Mgmt. Science
LMC




Dr. William P. Robey
Assistant Prcfessor

Electronics & Computer Technology

Oklahoma State University
202CR

Stillwater, OK 74078
(405) 624-5716

Dr. Kenneth C. Russell
Professor

Massachusetts Institute of
Technology

Materials Science

Nuclear Engineering

Room 13-5066

77 Massachusetts Avenue
Cambridge, MA 02139

(617) 253-3328

Dr. Sally A. Sage

Assistant Professor

West Georgia College

Dept. of Math/Computer Science
Carrollton, GA 30118

(404) 834-1380

Or. Mo Samimy

Assistant Professor

Ohio State University
Mechanical Engineering Dept.
206 W. 18th Avenue

Columbus, OH 43210

(614) 422-6988

Dr. John F. Schaefer

Associate Professor

Dept. of Electrical Engineering
The Citadel

Charleston, SC 29409

(803) 792-4899

Dr. John R. Schneider
Professor of Physics
University of Dayton
Physics Department
Dayton, OH 45469
(513) 229-1000

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xxii

B.S., Engineering Physics,
1968

Engineering Physics

AFGL

Ph.D., Metall. Engineering,
1964

Metallurgy Engineering

ML

M.S., Computer Science, 1979
Computer Science
AD

Ph.D., Mechanical
Engineering, 1984
Mechanical Engineering
APL

Ph.D., Electrical
Engineering, 1965
Electrical Engineering
£sC

Ph.D., Physics, 1965
Physics
ML




Dr. Richard M. Schori
Professor of Mathematics
Oregon State University
Math Department
Corvallis, OR 97331
(503) 754-4686

Dr. William D. Schulz
Professor

fEastern Kentucky University
Dept. of Chemistry

Moore 337, EKU

Richmond, KY 40475

(606) 622-1463

Dr. Meckinley Scott
Professor

University of Alabama
Mathematics Department
Box 1416

University, AL 35486
(206) 348-1985

Dr. Martin A. Shadday, Jr.
Assistant Professor
University of South Carolina
Mechanical Engineering
College of Engineering
Columbia, SC 29208

(803) 777-7118 '

Dr. Nisar Shaikh
Assistant Professor

University of Nebraska-Lincoln
Dept. of Engineering Mechanics

212 Bancroft Hall
Lincoln, NE 68588-0437
(402) 472-2384

Or. Dolores C. Shockley
Associate Professor
Meharry Medical College
Dept. of Pharmacology
1005 D.B. Todd Blvd.
Nashville, TN 37208
(615) 327-6510

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xxiii

Ph.D., Mathematics, 1964
Mathematics
SAM

Ph.D., Analytical
Chemistiry, 1975
Analytical Chemistry
ESC

Ph.D., Statistics, 1964
Statistics
AD

Ph.D., Mechanical
Engineering, 1982
Mechanical Engineering
WL

Ph.D., Applied Mechanics,
1982

Applied Mathematics

ML

Ph.D., Pharmacology, 1955
Pharmacology
SAM




Dr. William D. Shontz
Associate Professor
Montana State University
Department of Psychology
Bozeman, MT 59717

(406) 994-5180

Dr. William D. Siuru, Jr.
Senior Research Associate
Space and Flight Systems Lab.
Unijversity of Colorado at
Colorado Springs

1867 Austin Bluffs Parkway
Colorado Springs, CO 80807
(303) 593-3573

Dr. Boghos D. Sivazlian
Professor

The University of Florida

Dept. of Industrial and Systems
Engineering

303 Weil Hall

Gainesville, FL 32611

(904) 392-1464

Dr. Siavash H. Sohrab
Assistant Professor
Dept. of Mechanical and
Nuclear Engineering
Northwestern University
Technical Institute
Evanston, IL 60201
(312) 491-3572

Dr. Stuart R. Stock

Assistant Professor

Georgia Institute of Technology
School of Materials Engineering
Atlanta, GA 30332-0245

(404) 894-6882

Dr. James E. Sturm
Professor

Dept. of Chemistry #6
Lehigh University
Bethlehem, PA 18015
(215) 861-34717

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqree:

Specialty:
Assigned:

Deqree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

XXiv

Ph.D., Experimental
Psychology, 1967
Psychology
AFHRL/0TE

Ph.D., Mechanical
Engineering, 1975
Mechanical Engineering
FJSRL

Ph.D., Operations Research,
1966

Operations Research

AD

Ph.0., Engineering
Physics, 1981
Engineering Physics
RPL )

Ph.D., Metallurgy, 1983
Metallurgy
ML

Ph.D., Physical Chemistry,
1957

Physical Chemistry

AFGL




Or. Edgar C. Tacker

Professor of Electrical &Eng.

University of Tulsa
600 S. College
Tulsa, 0K 74104
(918) 592-6000

Dr. Nicholas E. Takach
Assistant Professor
Dept. of Chemisiry
University of Tulsa
600 S. College

Tulsa, OK 74104

(918) 592-6000

Or. Arjun Tan
Assistant Professor
Alabama A&M University
Physics Dept.

Box 447

Normal, AL 35762
(205) 859-7470

Or. Robert P. Taylor
Assistant Professor

Mech. and Nuclear Engr. Dept.
Mississippi State University

Drawer ME
Mississippi State, MS
(601) 325-7316

Dr. Ken Tomiyama
Assistant Professor

Pennsylvania State University
Dept. of Electrical Engineering

121 E.E. tast
University Park, PA
(814) B65-7667

39762

16802

Dr. Phillip D. Tomporowski

Assistant Professor
Dept. of Psychology
University of Alabama
Box 2968

University, AL 35486
(205) 348-1936

Degree:

Specialty:

Assigned:

Deqree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

XXV

Ph.D., Electrical
Engineering, 1964
Electrical Engineering
AAMRL

Ph.D., Chemistiry, 1979
Chemistry
RPL

Ph.D., Physics, 1979
Physics
AEDC

Ph.D., Mechanical
Engineering, 1983
Mechanical Engineering
APL

Ph.0., System Science, 1977

System Science
Al

Ph.D., Experimental
Psychology, 1977
Experimental Psychology
HRL/MO




Or. Timothy R. Troutt

Assistant Professor

Washington State University
Dept. of Mechanical Engineering
Sloan Hall 201

Pullman, WA 99164-2920

(509) 335-4375

Or. C. Randall Truman
Assistant Professor
Mechanical Engineering
University of New Mexico
Albuquerque, NM 87131
(505) 277-6296

Dr. Roy M. Ventullo
Associate Professor
Dept. of Biology
University of Dayton
300 College Park
Dayton, OH 45469-0001
(513) 229-2503

Dr. Doris J. Walker-Dalhouse
Director of Independent/
Home-Study Programs

Associate Professor of Reading
Jackson State University

P 0 Box 17120 '
Jackson, MS 39217

(601) 968-9684

Or. Donald W. Welch
Research Scientist

Texas A&M University
Hyperbaric Laboratory
College Station, TX 77843
(409) 845-4027

Dr. Albert R. Wellens
Associate Professor and
Associate Chairman
Dept. of Psychology
University of Miami

P O Box 248185

Coral Gables, FL 33158
(305) 284-2814

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

XXVi

Ph.D., Mechanical
tngineering, 1978
Mechanical Engineering
FJISRL

Ph.D., Mechanical
Engineering, 1983
Mechanical Engineering
WL

Ph.D., Microbiology, 1978
Microbiology
ESC

Ph.D., Reading Education,
1977

Reading Education

HRL/1ID

Doctorate, Microbiology,
1985

Microbiology

WHMC

Ph.D., Experimental Social
Psychology, 1972
Experimental Social
Psychology

AAMRL




Or. Stephen 7. Welstead

Assistant Professor

University of Alabama
in Huntsville

Dept. of Mathematics

Huntsville, AL 35899
(205) 895-6470

Dr. Shih-sung Wen
Professor of Psychology
Psychology Department
Jackson State University
1325 J.R. Lynch Street
Jackson, MS 39217

(60°) 968-2371

Dr. Stanley J. Whidden

Researcher

JESM Baromedical Research
Institute

4400 Gen. Meyer Avenue, 114

New Orleans, LA 70117
(504) 363-7656

Dr. Dennis W. Whitson
Professor of Physics

Indiana Univ. of Pennsylvania
Physics Department

Indiana, PA 15705

(412) 357-2589

Dr. Shirley A. Williams
Assistant Professor
Jackson State University
Jackson, MS 39217

(601) 968-2586

Dr. Billy R. Wooten
Professor

Dept. of Psychology
Brown University
Providence, RI
(401) 863-2330

02906

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xxvii

Ph.D., Applied
Mathematics, 1982
Applied Mathematics
RADC

Ph.D., Educational
Psychology, 1971
tducational Psychology,
SAM

Ph.D., Physiology,
Pharmacology, 1978
Hyperbaric Medicine,
SAM

Ph.D., Physics, 1969
Physics
AL

Ph.D., Physiology and
Biophysics, 1985

Physiology and Biophysics

OEHL

Ph.D. of Philosophy,
Psychology, 1970
Philosophy,
Psychology

HRL/0T




Dr. Daniel W. Yannitell Degree:
Associate Professor

Mechanical Engineering Dept. Specialty:
Louisiana State University

Baton Rouge, LA 70803 Assigned:
(504) 388-5972

Dr. Tsun-wai G. Yip Degree:
Assistant Professor

Aero-Astro Engineering Dept. Specialty:
Ohio State University

2300 West Case Road Assigned:
Columbus, OH 43220

(614) 422-1241

Dr. Robert L. Yolton degree:
Associate Professor of

Psychophysiology Specialty:
Pacific University Assigned:
College of Optometry

Forest Grove, OR 97116

(503) 357-6151

Dr. Richard W. Young Degree:
Associate Professor
Aerospace Engineering and Specialty:
Engineering Mechanics Assigned:
University or Cincinnati
ML 70

Cincinnati, OH 45242

(513) 475-3014

Dr. Ajmal Yousuff Degree:
Assistant Professor Specialty:
Drexel University Assigned:
Dept. of Mechanical Enginnering

and Mechanics

Philadelphia, PA 19104

(215) 895-1868

Dr. David D. Zeigler Degree:
Adjunct Faculty Specialty:
North Texas State University Assigned:
Biology Department

Denton, TX 76203

(817) 565-3622

xxviii

Ph.D., Theoretical and
Applied Mechanics, 1967
Theoretical and Applied
Mechanics

RPL

Ph.D., Aero-Astro
Engineering, 1984
Aeronautics-Astronautics
Engineering

FOL

Ph.D., Psychology, 1975
Doclor of Optometry, 1975
Psychology, Optometry
AAMRL

Ph.D., Applied Mechanics,
1975

Applied Mechanics

FOL

Ph.0., Aeronautics, 1983
Aeronautics
FOL

Ph.D., Zoology, 1984
Zoology
AD




Dr. Henry Zmuda Degree: Ph.D., Electrical
Assistant Professor Engineering, 1984
Stevens Institute of Technology Specialty: Electrical Engineering
Electrical Engineering Dept. Assigned: RADC

Castle Point Station
Hoboken, NJ 07030
(201) 420-5507

Dr. George W. Zobrist Degree: Ph.D., Electrical
Professor of Computer Science fngineering, 1965
Dept. of Computer Science Specialty: Electrical Engineering
University of Missouri-Rolla Assigned: AL

Rolla, MO 65401
(314) 341-4836

xxix




PARTICIPANT LABORATORY ASSIGNMENT
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C. PARTICIPANT LABORATORY ASSIGNMENT (Page 1)

1986 USAF/UES SUMMER FACULTY RESEARCH PROGRAM

AERO PROPULSION LABORATORY (AFWAL/APL)
(Wright-Patterson Air Force Base)

1. Lea Chen 5. James Ho

2. Jacob Chung 6. Douglas Dliver

3. Shirshak Dhali 7. Mo Samimy

4. Dennis Flentge 8. Robert Taylor
ARMAMENT LABORATOQRY (AD)

(Eglin Air Force Base)

1. George D. Catalano 7. Sally A. Sage

2. Mark A. Fulk 8. Meckinley Scott

3. Jeremy C. Jones 9. Boghos D. Sivazlian

4. Marvin S. Keener 10. Cavid D. Zeigler

5. David I. Lawson 11. Probhat Hajela

6. Barbara C. Rice

ARMSTRONG AEROSPACE MEDICAL RESEARCH LABORATORY (AAMRL)
(Wright-Patterson Air Force Base)

Rashpal S. Ahluwalia

Patrick R. Hannon

Gerald F. Harris

Robert L. Manicke

Jacqueline G. Paver

Kuldip S. Rattan
Edgar C. Tacker

Albert R. Wellens
Robert L. Yolton

Wb wWwnN
O w-~o

ARNOLD ENGINEERING DEVELOPMENT CENTER (AEDC)
{Arnold Air Force Station)

1. Albert C. Giere 4, Glen E. Johnson
2. Doyle E. Hasty -5, Arthur A. Mason
3. Peter E. Hoffman 6. Arjun Tan

AVIONICS LABORATORY (AFWAL/AL)
(Wright-Patterson Air Force Base)
1. Rex L. Berney 5. Ken Tomiyama
2. John Y. Cheung 6. Dennis W. Whitson
3. Ronald L. Greene 7 George W. Zobrist
4. William Grosky

BUSINESS RESEARCH MANAGEMENT CENTER (BRMC)
(Wright-Patterson Air Force Base)
1. Jeffrey Camm
2. Thomas Gulledge

XXX




C. PARTICIPANT LABORATORY ASSIGNMENT (Page 2)

ELECTRONICS SYSTEMS DIVISION (ESD)
(Hanscom Air Force Base)
1. Robert Hoffman
2. Stephan Kolitz

ENGINEERING AND SERVICES CENTER (ESC)
(Tyndall Air Force Base)

1. Thomas Carney 5.
2. William Cooper 6.
3. Yong Kim 7.
4. Cheng Liu

FLIGHT DYNAMICS LABORATORY (AFWAL/FOL)
(Wright-Patterson Air Force Base)
1. George Becus 8.
2. Bor-Chin Chang 9.
3. Peter Disimile 10.
4, Michael Doria - 1.
5. George Doyle 12.
6. Franklin Etastep 13.
1. Paul Lee

FRANK J. SEILER RESEARCH LABORATORY (FJSRL)
(USAF Academy)
1. David Anderson 5.
2. David Barnhart 6.
3. Wu Cheng 7.
4. Thaddeus Englert 8.

GEOPHYSICS LABORATORY (AFGL)
(Hanscom Air Force Base)
1. Jon Ahlquist 8.
2. Frank Battles 9.
3. Wolfgang Christian 10.
4, Donald Collins 11.
5. Patrick Gannon 12.
6. Michael Hayes 13.
7. C. Lishawa

HUMAN RESOURCES LABORATORY/ID (HRL/ID)
{(Lowry Air Force Base)
1. Doris Ginn 3.
2. Charles Lance 4.

HUMAN RESOURCES LABORATORY/LR (HRL/LR)
(Wright-Patterson Air Force Base)
1. Patricia Boggs 3.
2. Raghava Gowda 4,

xxxii

John Schaefer
William Schulz
Roy Ventullo

V. Dakshina Murty

L. Pujara
Singiresu Rao
Tsun-Wai Yip
Warren Young
Ajmal Yousuff

John George
Bernard Piersma
William Siuru
Timothy Troutt

James LoPresto
Henry Nebel
Robert Nehs
Martin Patt
William Robey
James Sturm

Philip 0livier

Doris Walker-Dalhouse

Stephen Loy

Shreenivas Moorthy




C. PARTICIPANT LABORATORY ASSiGNMENT (Page 3)

HUMAN RESOURCES LABORATORY/MO (HRL/MO)
(Brooks Air Force Base)
1. Richard Cox
2. Jorge Mendoza
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The Inter-Site Communication Services Requirad
By a Distributed Operating System

by

Craig G. Prohazka

ABSTRACT

This report identifies the inter-site communication services required
by a typical distributed operating system. These services are found
to be the abilities to:

a. Transmit a datagram

b. Broadcast a datagram

c. Transmit a datagram to all of a site's neighbors

d. Establish a virtual circuit

e. Establish a full-duplex virtual circuit

f. Establish virtual circuits to all other sites
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1. INTRODUCTION

I received my PhD from the University of Massachusetts at Amherst in the field
of computer networking. I am currently a professor at the University of Lowell
in Lowell, Massachusetts, where I specialize in computer engineering, '
specifically, distributed computer systems. At Rome Air Development Center
(RADC) I was assigned to investigate distributed operaci: 3 systems, a topic of
great interest to me. My research at RADC was aided by Alan Baginski, a
graduate student who accompanied me to RADC under the Graduate Student Summer
Support Program.

11. OBJECTIVES OF THE RESEARCH EFFORT

a. Our work this summer was an investigation of the communication services
required in a distributed operating system (DOS). Our approach was to first
determine the computational services a DOS should provide, then to propose an
appropriate DOS structure, and finally to identify the communications services
our DOS requires. :

b. Before beginning this task, let us motivate the investigation.
ITI. BACKGROUND

a. Recently, interest in distributed computer systems has been high.

Distributed systems differ from centralized ones in that:

(1) Communication delays may be much greater than typical computation
times.

(2) The probability of failure of a communication Tink is not
negligible.

b. Interest in distributed systems has been heightened by the steadily
declining price of computer hardware. The price has dropped to the level at
which significant computational power may be dedicated to an individual. This
development benefits the user by providing him convenient access and so results
in a tendency for computer systems to become distributed.
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IV. DOS COMPUTATIONAL SERVICES

a. This section identifies the computational service which a DOS should
provide; for only by analyzing these computational services can we determine the
required communication services. Following the DOS computational service
specification, we propose a DOS structure which we believe has typical
communication needs. Finally, we identify these communication needs.

b. We assume that the DOS runs on top of the constituent operating systems
(COSs) controlling the different sites. Before specifying the services a DOS
should provide, we must divide up operating system functions between the DJS and
the C0Ss. It seems reasonable to relegate all operating system functions
requiring inter-site communication to the DOS and all such functions requiring
only intra-site communication to the COSs.

¢. In addition, we use the following principle to guide the DOS structure
design: -a DOS should allow applications to easily take advantage of the
distributed nature of the computer system it controls. The potential advantages
of a distributed system include the sharing of data over a wide area, parallel
processing, and fault tolerance. Thus, a DOS should offer database, entity, and
fault management services in order to allow an application to easily take
advantage of the distributed system. We will see that all these services
require inter-site communication and so are properly assigned to the DOS.
Additionally, because a process at one site may wish to use a resource at
another, a DOS should offer resource management services. Finally, for military
applications, a DOS should provide security management services. In this
report, we assume that the DOS does offer security management.

d. We propose that the DOS consist of five routines, called managers.
Each manager implements one of the services types listed above.

e. The next section describes a variety of communication facilities
supported by standard communication protocols. The following section presents
the inter-site communication services necessary for our DOS to implement its
services.
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V. SOME STANDARD COMMUNICATION FACILITIES

a. The first communication facility supported by many communication
protocols is the datagram. It is a packet of bits, all with a common source and
a common destination. A datagram is moved through the system as an isolated
unit. Included in the datagram are fields which specify the source and
destination.

b. A virtual circuit, on the other hand, is a path from source to
destination over which a sequence of packets is sent. These packets all follow
the same path and so arrive at the destination in the same order as that in
which they left the source. The establishment of a virtual circuit requires
overhead: for example, the creation of routing tables to direct the packets
plowing along each virtual circuit as they leave each intermediate site.
However, the virtual circuit is a more efficient communication facility than the
datagram for transmitting a large amount of data.

¢. The third communication facility is the broadcasting of a datagram.
The broadcasting of a datagram is its transmission to all sites of the system.

d. We now present the communication services needed by our DOS.

VI. THE SECURITY MANAGER (SM) Before determining the SM communication needs,
we must specify SM operation in more detail. We do that by describing the
security policy and security mechanism of our DOS.

a. PoLICY

(1) The purpose of a system's security policy is to define the
meaning of security within the system. The policy considered in this report is
the following. The entities comprising a computer system are grouped into three
categories: action, data, and hardware. An action entity (AE) access a data
entity (DE) provided by a hardware entity (HE). Action entities include
processes and human users. Data entities are files. Hardware entities include

main memory, disk drives, tape drives, and communication links.




(2) We use the following shorthand notation. A C data entity (C DE)
is a data entity with classification C. Similarly, a C hardware entity (C HE)
is a hardware entity with classification C.

(3) Our security policy is the following:

(a) An AE should know of the existence of a DE or HE only if it
has a need-to-know.

(b) The classification of a DE should be equal to the
classification of the most sensitive data it contains.

(c) A Cl DE should be stored in, or transmitted through, a C2 HE
only if C2 2 Cl.

(d) No Cl DE should contain any information about a C2 DE for
any C2 » Cl. In other words, an AE may receive an access right to a C DE only
if: (1) the AE can access the DE using only HEs with classifications greater
than or equal to C, and (2) the AE has a need-to-know for the DE. An AE may
receive an access right to an HE only if the AE has a need-to-know for the HE.

b. MECHANISM: CAPABILITIES

(1) The function of a system's security mechanism is to control the
access of AEs to DEs and HEs. The mechanism considered in this report is
capabilities. Specifically, an AE is given a capability to a DE or HE only if
the AE has an access right. A capability is a secure pointer. We assume that
capabilities are stored in the SM memory partition, which is located in the DOS
memory. Thus, an AE may access a capability only via a system call to the DOS.

(2) Figure 1 illustrates the SM memory partition, which contains all
the SM routines and the capabilities of all local AEs. SM routines are stored
in a main memory partition of the highest possible classification. Note that
the capabilities are divided into classifications according to the
classification of the DE or HE which the capability points to. This division
serves to shorten the search an SM must perform to locate the capability to a
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desired DE or HE. Capabilities pointing to Cl entities may be stored only in
main memory of classification C2, for any C2 2 C1. This requirement follows
from policy d. Within each classification, capabilities are grouped according
to the AEs which possess them. Thus, even if two or more AEs have capabilities
to exactly the same entities, these capabilities appear only once. This is made
possible by grouping the AEs into a domain which is a set with identical
capabilities. Figure 2 illustrates the domain concept.

c. CAPABILITY INDIRECTION In order to allow easy capability revocation
and data entity migration, capabilities point indirectly to entities. That is,
a capability points to an entity-locator (EL), which is a pointer aimed at the

entity itself. Figure 3 illustrates the capability format. The EL is stored in
DOS memory at the site containing the entity, as shown in Figure 4.

d. NEED-TO-KNOW

(1) Recall that our security policy demands that an AE have access
only to DEs for which it has a need-to-know. This policy is enforced by
informing an AE of the existence of a DE or HE only if it has a need-to-know. A
human user's need-to-know is determined by the security officer. It is from
this source that the human learns of the existence of a DE or HE.

(2) A process’' need-to-know is established by
(a) a human user, if the process is created by a human, or
(b) the parent of the process, if the process was forked by
another. The SM must establish and enforce rules for assigning needs-to-know to

forked processes.

e. CAPABILITY INITIALIZATION

(1) When a process is created, it is assigned to a domain which gives
the process a capability to each DE and HE it will need to access. As was true
for need-to-know, the domain is chosen either by a human user (if the process
was created by a human) or by the process' parent (if it was forked by another
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process). The SM specifies the rules for this initial capability assignment.
Similarly, when a human user logs into the system, he is assigned to a domain.

(2) Each SM maintains a list of capabilities to all local DEs and
HEs, stored in DOS memory. When the SM gives an AE a capability to a C DE or a
C HE, it simply copies this capability from the list to the appropriate domain
in the SM memory partition dedicated to storing classification C capabilities.

f. UPDATING CLASSIFICATIONS AND CAPABILITIES A change in the
classification of a DE or HE is reflected in its capabilities. Specifically, if
the change is a classification increase, the capabilities of some AEs may need
to be revoked. Also, all AEs must be informed of the change, so that they can
specify the correct classification in any DOS call to access the DE or HE.
Finally, all capabilities to the DE or HE must be moved to the SM memory
partition corresponding to the new classification.

g. SM FUNCTIONS AND REQUIRED COMMUNICATION SERVICES

(1) There are three SM functions which require inter-site
communication:

(a) Changing the classification of a DE or HE
(b) Deleting a DE
(c) Migrating a DE

(2) We now describe the details of the implementation of these
functions. At the same time, we identify the required communication services.

(3) First, suppose the classification of DE D is increased. Assume
that AE A had a capability to D. Immediately, A's capability must be revoked to
prevent possible compromising of D's data. - But how can this be done in spite of
the possibly long propagation delay experienced by a message from D's site to
A's site? At this point, the purpose of the EL can be understood. All
capabilities to D can effectively be revoked at D's site by overwriting the EL
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pointing to D! This can be accomplished without sending a long delay message.
Next, D's new classification is broadcast to all foreign sites. Tynically, the
new classification message is short enough to be sent as a datagram. After A's
SM receives the datagram, A's SM can determine whether A will be returned a
capability to D. If not, A's capability, which points to D's EL is deleted. If
so, a capability to D is written into the appropriate SM main memory partition.
It points not to the old EL, which as been overwritten, but to a new EL which,
in turn, points to D.

(4) Now suppose that the classification of DE D is decreased. Then
D's new classification is broadcast to all sites. The SMs at these sites move
their capabilities to the appropriate SM memory partition.

(5) Second, suppose that DE D is deleted. Then DE's EL is
immediately overwritten with a special address which informs any AE which
references D that D has been deleted.

(6) Third, suppose DE D is migrated. The destination SM creates an
EL pointing to the new replication of D and broadcasts to all SM a datagram
containing the address of the newly created EL. After enough time has 2lapsed
to allow all SMs to modify their capabilities to D, the original version of D
and its EL are overwritten.

(7) In summary, the only inter-site communication service required by
an SM is the broadcasting of a datagram.

VII. THE RESOURCE MANAGER (RM)

a. This section identifies the inter-site communication services required
for our resource managers (RMs) to perform the functions demanded of them.
First we specify these functions. Then we propose a particular resource
management system to perform the functions. Finally, we identify the
communication services this system requires.
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b. Our resource management system operates as follows. All the resources
at a particular site are managed by that site's resource manager instance. This
RM decides which of its resources to allocate to a particular AE. An AE which
wishes to access a foreign resource, generates a system call to the local RM
which, in turn, sends a request to the foreign site's RM. This request should
be short enough to be sent as a datagram. Thus, the first communication service
required by an RM is the ability to send a datagram to a particular site. The
destination RM uses the AE's priority to help decide whether or not to make the
allocation. The RM assigns a priority to each AE at its site based upon a set
of criteria established at system generation.

c. The RM at each site maintain statistics on the load presented to its
resources. Also, each RM periodically receives from all foreign RMs statistics
on all resources at their sites. Typically, the set of statistics for each site
is much larger than a datagram. Hence, a virtual circuit should be used. So,
the second communication service required by an RM is the ability to establish
virtual circuits to all other sites.

d. Since all RMs receive load statistics for local and foreign resources,
all the RMs become aware of any possible excessive degree of contenticn among
AEs for resources. If this contention increases to an unaccebtab1e level, the
RMs begin to reduce the number of AEs by inhibiting new process creation and new
user log-in. Each RM is in charge of limiting the number of AEs at the local
site. Thus, no additional intersite communication is needed to implement this
function.

e. Finally, our RM uses a hierarchical deadlock detection algorithm (1).
This algorithm is called hierarchical because a tree of controllers is used to
detect deadlocks. The leaf controllers are all the RMs. Each leaf controller
is, in turn, controlled by a higher level controller, which is, in turn,
controlled by a higher level controller, etc. The higher level controllers are
actually RMs elected to that function. Thus, our resource management system
requires the election of non-leaf controllers.

f. The election is implemented through the use of the Bully Algorthim (2).
This algorithm assumes that each RM has been assigned a priority. Then it
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elects the highest priority as-yet-unelected RM which is currently operating to
fi11 any vacant higher-level controller position. The Bully Algorithm is
presented in Figure 5. It requires the ability to broadcast a datagram.

g. The hierarchical deadlock detection algorithm also requires the
maintenance of wait-for-graphs. A wait-for graph is constructed as follows.
Each vertex vi represents a process pi. A directed edge (vi, vj) connects vi
tovj if, and only if, pi is waiting to use a resource currently allocated to
pj. A local wait-for graph is maintained at each RM and a regional wait-for
graph is maintained at each higher level controller. The latter graphs are
needed to express deadlocks involving more than one site. In any case, the RMs
must exchange messages to maintain the wait-for graphs. Typically, these
messages are short enough to be sent as datagrams. So, the fourth communication
service required by an RM is the same as the first; namely, the ability to send
a datagram.

h. Suppose the deadlock detection algorithm actually does detect a
deadlock. Then the RMs must first agree upon the AE to preempt from its
allocated resources, and second, actually preempt it. A modified version of the
Bully Algorithm is used to solve the first part of this problem. As was true
for non-leaf controller election, this Bully Algorithm implementation assumes
that a priority has been assigned to each AE. However, to solve the present
problem, the Bully Algorithm must be modified to elect the lowest priority At as
the one to be preempted. In spite of the modification, the use of this
algorithm requires the same communication service as the original algorithm:
namely, the ability to broadcast a datagram. Finally, the preemption of the
chosen AE may be accomplished by a command from the local RM and so requires no
inter-site communication.

i. In short, the communication services required by our RMs are the
following:

(a) Send a datagram
(b) Establish virtual circuits to all other sites

(c) Broadcast a datagram 1g7.13




1. Process 4 sends a message to the current controller.
2. It waits for the time-out period, T, for an acknowledgment.
3. If process o receives no ACK, it concludes the controller is down.

4. Process 4 broadcasts a message to elect itself the new controliler. The
message specifies its priority.

5. Any process with higher priority receiving this electicn message responds.

6. If process'i receives no such response within time period T, it elects
itself controller and broadcasts this fact.

7. If process « receives such a response, it waits for time period T for an
election message broadcast from the higher priority process.

8. If no such eléction message is received, process £ concludes that the higher
priority process just failed, elects itself controller, and broadcasts this

fact.

9. If such an election message is received, process A waits for a message
informing it of the newly elected controller.

FIGURE 5. The Bully Algorithm
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VIII. THE ENTITY MANAGER (EM)

a. An EM must perform the following functions. First, it must be able to
read a DE at a foreign site. In general, this function is performed in two
phases. First, the closest replication of the DE is found. Here, the closest
replication is the one which can be accessed with the smallest delay. Then this
replication is actually read. The EM locates the closest replication by
broadcasting to all foreign EMs a message requesting those EMs whose sites have
a replication of the DE to respond. We assume that an &M does not know the
location of all the replications of a particular DE. For this reason, the EM
must broadcast its message to all other EMs. Since this message contains so
little information, it may be sent as a datagram. The EM originating the
message can deduce the location of the closest rep]icatjon by noting the source
of the first response it receives. Once the EM has located the closest
replication, the EM reads it. Typically, the amount of data the DE contains 1s
~much greater than the length of a packet. Thus, the EM should establish a
virtual circuit to the DE's site, and finally, read the DE. So, the performance
of the first function, namely reading a DE at a foreign site, requires that an
EM be able to broadcast a datagram and establish a virtual circuit.

b. The second function an EM must perform is to create a DE at a foreign
site. This may be accomplished simply by sending a message to the foreign site
instructing it to create the DE. The message may be sent as a datagram.

c. The third EM function is to copy a DE to a particular foreign site.
For a DE of typical length, this is best accomplished by establishing a virtual
circuit to the destination site.

d. The fourth EM function is to update all replication of a DE. This is
done by broadcasting a message containing the update to all sites. Typically,
the update will be short enough to be sent as a datagram.

e. The fifth function is to delete a DE at a particular foreign site. To

perform this function, an EM need only send a datagram containing a delete
command to the appropriate site.
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f. The sixth function is to delete all replications of a DE. To perform
this function, the EM broadcasts a delete command to all sites.

g. The seventh function is to fork an AE at a foreign site. A datagram
addressed to the site should suffice.

h. Finally, the eighth function is to terminate an AE at a foreign site.
Again, a datagram should suffice.

i. In summary, an EM requires the following communication services:
(1) Broadcast a datagram
(2) Establish a virtual circuit
(3) Send a datagram

IX. THE DATABASE MANAGER (DM)

a. A DM must perform the following functions. First, it must control
concurrent access by many AEs to the same DE. Second, it must maintain the
consistency of multiple replications of the same DE. Third, it must manage the
recovery from partition of a system containing mulitple replications of a DE.
That is, if the partition caused inconsistency between different replications,
then the DM must resolve the inconsistency upon system reconnection.

b. Before identifying the communication services required by the DMs, we
must propose a database management system.

¢. Our database management operates as follows. Concurrent access to DEs
is controlled by the use of the two-phase protocol.

d. Recall that our DM uses the two-phase protocol for concurrency control.
This protocol demands that, in any transaction, all locks precede all unlocks.
Any schedule for a set of transactions which obey this protocol is guaranteed to
be serializable and hence, correct, in spite of possible concurrency. Note that
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this technique for concurrency control requires no inter-site communication.
The DM need only ensure that data items are locked and unlocked properly, as
demanded by the two-phase protocol.

e. The next DM function is the maintenance of consistency between the
replications of a DE. Our DM performs this function in the following way. If a
data item in a replicated DE is to be updated, this data item is first locked in
all replications, then the items are updated, and finally, the items are
unlocked. The performance of this function requires the following communication
services. First, the Tock command must be broadcast to all sites. This command
should fit into a datagram. The updating of the data item requires the
broadcasting of a datagram. Finally, the unlock operation also requires the
broadcasting of a datagram. )

f. The next DM function is recovery from a partition. Our DM performs
this function in the following way. Associated with each DE and located at the
same site, is a journal containing the history of modifications to the DE since
the last back-up. Suppose that our system becomes partitioned in such a way
that two replications of a particular DE cannot communicate with each other. If
an update is made to one replication, it will not be made to the other.
Inconsistency results. The inconsistency cannot be resolved until the system.is
reconnected. At that time, however, the journals are exchanged and consistency
reestablished. Our DM obeys the two-phase commit policy: namely, that a DE
update is first written to the journal and then written to the database.

g. Consistency may be reestablished after system reconnection following
partition as described next. Each DM transmits a message for each of his DEs.
This message contains the DM's site number, the DE's UID, and the latest journal
entry for that DE. Suppose a DM discovers that for one of its DEs, the latest
journal entry received from a foreign site is different from its latest journal
entry. Then the DMs at the two sites exchange the two journals and update their
replications to reestablish consistency.

h. The following communication services are required to perform this
function. First, the maintenance of the journal requires no additional
communication services. Second, after system reconnection following partition,
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each DM must broadcast one datagram for each DM it has in common with other
sites. If inconsistency is found, the journals must be exchanged. Typically, a
journal is much longer that a datagram. Hence, full-duplex (two-way) virtual
circuits must be established between all pairs of sites with inconsistent
replications of the same OE.

i. The last DM function is the checking of DE replication consistency. If
the above functions work properly, consistency should be maintained except
during partitions. Nevertheless, it is reasonable to require that our DM have
the ability to check consistency. This function may be performed by locking all
replications of the particular DE being checked, copying them to a common site,
and comparing them. The following communication services are required. The
lock command must be broadcast to all DE replications. Then, the replications
must be sent to the common site. Typically, a DE is very long compared with a
datagram. Hence, all DMs with a replication of the DE must establish a virtual
circuit to the common site.

j. In summary, our DM requires the following communication services:
(1) Broadcast a datagram
(2) Establish a full-duplex virtual circuit
(3) Establish a virtual circuit

X. THE FAULT MANAGER (FM)

a. An FM must perform the following functions. First, it must detect
failed processors and system partition. This may be accomplished in the
following way. Each FM periodically transmits to all its neighbors an I-am-up
message. This message is, in turn, transmitted by any receiving FM to all its
neighbors, etc. An FM transmits a particular I-am-up message only once.
Flooding the system ensures that the I-am-up message is received by all FMs
which are connected to the transmitting FM. The I-am-up mesage should fit into
a datagram. Thus, the first communication services required by an FM are the
ability to broadcast a datagram and the ability to transmit a datagram to all of
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a site's neighbors. Suppose an FM does not receive an I-am-up message when it
is due. It concludes that either the FM which should have sent the message is
down, or system partition has occurred.

b. The second FM function is to restart the processes which had been
running at the failed site. After an FM detects ihe failure, it attempts, by
following the Bully Algorithm, to elect its site to be the site at which the
processes are restarted. The communication services required to accomplish this
are the same as those required for the other implementations of the Bully
Algorithm: namely, the ability to broadcast a datagram. After the site has been
chosen, process restart takes place. Process execution is reinitialed at the
Tatest checkpoint, which is a snapshot of the state of an executing process. Of
course, a process cannot be restarted at a different site unless a checkpoint is
stored there before the failure of the original site. Thus, our FM periodically
sends a checkpoint for each of its processes to all other FMs. The fact that an
FM sends its checkpoints to all other FMs allows any FM to restart the processes
at a failed or disconnected site. A checkpoint should fit into a datagram.
Thus, the communication services required to accomplish this is the ability to
broadcast a datagram.

c. In short, the communication services required by our FM are the ability
to broadcast a datagram and the ability to transmit a datagram to all of a
site's neighbors.

XI. CONCLUSIONS

Finally, condensing the results of the previous sections, we conclude that
our DOS requires the following inter-site communication services:

(1) Transmit a datagram
(2) Broadcast a datagram
(3) Transmit a datagram to all of a site's neighbors

(4) Establish a virtual circuit
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(5) Establish a full-duplex virtual circuit

(6) Establish virtual circuits to all other sites.

XII. RECOMMENDATIONS

Future work should address the design of communication protocols which
efficiently support the required communication services.
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ABSTRACT

In this report, aircraft flying qualities have been made the main focal
point for the design of control systems of an aircraft. First, "desired
transfer functions” satisfying flying qualities criteria as in MIL-F-8785 are
synthesized for the longitudinal direction controls for the F-16 and F-104 and
then using the frequency matching technique, control systems are designed for
these aircrafts such that augumented systems are 'close” to the "desired
transfer functions”. For the lateral direction mode of an aircraft, a generic
model of a "desired transfer function matrix” satisfying the flying qualities
criteria is proposed. An illustrative example of a "desired transfer function

matrix” for the A-7A in the lateral mode has been constructed.
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Introduction

Flight control systems developed for Air Force airplanes must satisfy
several specifications, MIL—F—S’?SS1 being one of the principal ones. It is,
therefore, important that flying qualities criteria are kept in focus while
designing control systems for aircraft. In this report, the frequency matching
technique developed by the author [1,2] is applied to design control systems for
the F104 and F16 longitudinal dynamic modes so that the compensated system has
desirable flying qualities. The existing software package has been updated to
implement the technique. In addition to this, a significant first step has been
taken in extending the frequency matching technique to the multivariable case.
This has been accomplished by proposing a desired transfer function matrix for
the augumented control system of an aircraft in its lateral mode. This desired
transfer function matrix incorporates the flying qualities specifications and
also takes advantage of the cross coupling between aileron and rudder.

In future research, it is proposed to develop a synthesis procedure for the
multivariable case by extending the frequency matching method such that the
unknown parameters of the controller will be solutions of linear algebraic
equations. Much of the recent research work in the design of multivariable
control systems is in the frequency domain [5.6,7,8,9,10] based primarily on

optimal control techniques and singular values.

Longitudinal Flying Qualities
Ultimately, it is the pilot who assesses the flying qualities of an

aircraft. This is quantified by correlating the pilot’'s Cooper-Harper scale

1 Military Specification, MIL-F-8785, Flying Qualities of Piloted Airplanes,
Anon.
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rating with aircraft dynamic parameters such as modal frequencies and damping or
response—time constants. The longitudinal flying qualities depend on short
period and phugoid responses. In the case of conventional fixed wing aircraft,
the period of the phugoid response is very long. But, if the damping of the
phugoid mode is small, the pilot will be forced to pay more attention to it. In
general, a divergent phugoid is undesirable and should be avoided. Based on the
pilot's evaluation, for the short period, a range of values of fsp and wsp is
obtained for different tasks to be performed by the aircraft.

This range is then split into "acceptable” and "unacceptable” groups. A

typical "desired” transfer function for the longitudinal mode is

A[s-l—l ]
a. R
5 = ST43E_ o stod (1)
e Sp sp - sp
where q is the pitch rate and be is the elevator* deflection. Appropriate
values of A, TR' Esp' wsp are selected depending upon the aircraft and the

mission to be performed. These specifications have been extensively formulated

in MIL-F-8785C.

Frequency-Matching Method of Design

The frequency-matching method of designing a single input-single output
control system [1.,2] seems to be a natural framework for designing control

systems to satisfy flying qualities. This is so because the technique is based

3
Note: In a conventional airplane, the elevator provides pitch control. In
some advanced aircraft, combinations of control effectors may generate an
"equivalent elevator"” pitch control.
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on finding the unknown parameters of a controller by matching the
frequency-responses of the compensated closed loop system and a desired transfer
function. The flying qualities criteria could be incorporated.in determining
the "desired” transfer function. Another important feature of the
frequency-matching technique is that the values of the controller unknown
parameters turn out to be solutions of linear algebraic equations. This should
be mentioned as quite an important point in developing a software package to
implement the procedure.

For the sake of completeness, the SISO frequency-matching design method
[1,2] is briefly reviewed.

Frequency~Matching Method

A —] oo T

Figure 1

Consider the block diagram of a typical control system as shown in Figure 1
where G(s) is the plant and C(S) is a contreller. It is desired to synthesize a
controller C(s) so that the overall closed loop transfer function is "close” to
a certain "desired transfer function” over a frequency-interval of interest.
Suppose D(s) is a "desired transfer function"” which has been synthesized to
satisfy a given set of specifications - this could include flying qualities

specifications.
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where a’'s and b's are unknown constants.
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Then the frequency response of the compensated closed

be written as
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As in [1,2], the weighted mean square error between the frequency responses of

F(jw) and D(jw) can be written as
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where
]
A=L[QN) - Ly[QyN,)]
B =L, [Ny - Ly[(QN]
C = NlMl - M2N2
D = N1M2 + M1N2
A =a - a2m2 + a4w4 - ...
A2 = alw - a3u° + asws -
¢ Bl=1-b2m2+b4w‘-
By = b - b3<.,° + bsws -
As in [1.2] minimization of E leads to x = y_lz
where
e
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and
w2 w2
T = J 0" (A%+B?)dw, S J " (AC+BD)dw
Wi (031
(9)
w2 w2
P = J " (AD-BC)dw, Q, = J W' (C%+D?)dw
(A2 (O3
Applications to Flvin alities
Example 1

Consider the pitch rate/(elevator deflection) transfer function of an F-104

at M = 0.84 and h = 30,000 ft.

a_ _ _(-17.8)(s+0.0144)(s+0.432)
be ~ [s“+1.12056s+12.1104][s“+0.010404s+0.002601]

(10)

From flying qualitites point of view, the desired transfer function D(s) has the

following form:

K{s+.432)

Sz+2(§5p)w5ps+(wsp)z (11)

D(s) =

Using MIL-F-8785C, we pick Esp = 0.7, wsp = 4 rad/sec. as desired values for the
F-104.

We pick K such that

€
7}
o
1]
W)=
~~~
p—
N2
A

108-9




where zZ, = VZ, Y, being the speed of the aircraft. From the aircraft data,

z, = -0.504, v, = 846 ft/sec and, therefore, z, = -426

K < g (0] (32.3)(4)°

32, = T3(-4%6) = -.40438185 (13)
-+ the desired transfer function D(s) is given by
__ 0.40438185(s+0.432)
D(s) = - 52+5.65+16 (14)

Using equation (6) with wy = 1.0 and w2 = 2.0, the first order controller is

given by

0.001962411452s+0.01241724808
0.4658282249s+1

C(s) =

+ ¢« the closed loop compensated transfer function is given by

0.074986s5*+0.507953s°+0.2122745%+0.002951s (15)
s +13.4377s*+67.892495°+93 . 6582925~ +1 . 141985s+0. 241048

Using the McFIT program for finding the lower order equivalent system with 30

equally spaced points over the frequency interval [0.1, 10], the equivalent

system was found to be

6.9960276s5+3.59116135 (16)
s°+9.04897875s+17 . 7889281
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with a payoff function 4.04 which is quite satisfactory from flying qualities
viewpoint. Thus, the control system augumentation for rhe F-104 donc by the

frequency matching method has desirable flying qualities.

Example 2
This example is related to the (pitch rate)/stick force of an F-16 at

M=0.8 and h = 20,000 ft. For the bare-airframe, the transfer function is

given by
a _ 21.13s(s+0.02558) (s+1.082) « —L3
F, ™ [s°+2(0.1426)(0.05702)s+(0.05702)°][s+4.496][s-2.372] ~ [s+13]
(17)
_ [274.69s°+304.35103s%+7.7216348s]
[s™+15.140262s"+17.196687s~-138.31389s°-2. 1994547s-0. 4567531 ]
where ;%%g is an approximation for the actuator. Note also that it has an

unstable pole at 2.372. Using the procedure similar to the one employed in the

previous example and consulting MIL-F-8785C, we determine

D(s) = - Q:1fst1.082)

s“+7s+25

desired transfer function for %—.
s

To maintain the dimensional equivalence requirement [2] of the "desired transfer
function” and the closed loop compensated system, we introduce a nondominant

pole at -40 in the "desired transfer function” and also adjust the gain to keep

the same steady state value. Thus, the "desired closed loop transfer function”




becomes

(4s+4.328) (18)
s°+46.9s°+300.8918s5+995.672

D(s) = -

Using equation (6) with wi = 0.3, w2 = 2.0, a second order controller is given

by

0.000277810136s2+0.0001807087407s-0 . 002009433028
0.03433431074s5°+0.323512251s+1

(19)

«"+ the closed loop compensated system is given by

_ 2.2225168s*+9.204348s>+7.532304s%+0. 189516s (20)
s°+26.934685s°+252 . 869072s T +1064 . 49164557 +1720. 3826385~
+31.13077s+5.535239

Note that the compensated system is stable. Again, comparing with the existing
standards of flying qualities, this control system was found to be quite

satisfactory. McFIT error (payoff function) is 1.251.

Multivariable Design

In the frequency matching method for the SISO control systems, we need a
"desired transfer function” meeting flying qualities specifications. For
extending the technique to multivariable case, we would need a "desired transfer
function matrix” satisfying the flying qualitites. In this section, we propose
a model of a transfer function matrix with ¢ and B as the outputs and éa and 6r

as the inputs. This model transfer function matrix will include desirable
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lateral flying qualities.

Lateral Flying Qualities

Lateral directional control of an aircraft is more difficult than
longitudinal control. Primarily, this is due to the cross-coupling effects of
the control surfaces of rudder and aileron.

A typical bare airframe transfer function matrix of an aircraft with ¢, the
roll angle and B, the sideslip angle as outputs and 6a' the aileron deflection

and 6r‘ the rudder deflection as inputs is of the following form:

PR . N [-1-1 [_L_] R . 3
¢|T T
. ) A![fg-w!] $1) L @2 s
A A a
Sl i) SEIRIRD | | |
s "62) so B"8:) B2} Ua
h = A A 5.
L | ) I G
where
A = [s+%;][s+%k][sz+2§dwds+w§] (22)

[Ed.wd] = 52+2§dwds+ws

In A, s + i is the spiral mode, s + 1 is the roll mode and s® + 2f w,s + w’ is
TS TR d°d d

the dutch roll mode.
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Desired Roll Control

(a)

(b)

Desired g;
a

From the flying qualities point of view, an ideal g; = K (23)
a

i.e., for good flying qualities, we would like TS -+ O, dutch roll mode
cancelling with the numerator quadratic polynomial. The constants K and
TR' are then determined using MIL-F-8785C depending on the aircraft and the

task.

Desired g;
r

Desired g; depends on the pilot’s task. It may be desired to get some roll
T

from rudder deflection 1i.e., take advantage of the favorable cross
coupling. For this, we must retain the dutch roll mode term in the

denominator. We propose:

Kl
1

1 | .2 . ‘2
Tﬁ] [5 *2f ugstey ]

(24)

Desired g; = -
T s[s+

where the value of Tl'2 is the same as in "desired"” % and Ed'. md' are the
a

same as in "desired” %— to be discussed later. As a designer's choice, the
r

constant K' is determined so that the steady state response of ¢ due to
ramp rudder input is ten percent of the steady state response of ¢(t) due

to ramp aileron input, both in desired form.
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{(c) Desired gL
r
! ° A proposed form is
* ‘ - l—
T,
;L = 2 . 2 (25)
r s +2(§d)(.)ds+md
where the acceptable values of §d' and wd' are chosen to meet the
MIL-F-8785C specifications for the aircraft and the task.
r
®
’
(d) Desired g—
a
It would not be desirable to get any sideslip angle response from aileron
deflection. It is, therefore, reasonable to seek %— = 0.
Thus., a typical desired transfer function matrix for .an aircraft in the
lateral model will appear as
[ )
[ ] [ K K'
¢ 1 1 2 2
s[s+,r—}.z:| s[s+T—,] [s <n'2§('ic.)('is+m('i ]
R
= A 26
B (26)
TBa
B 0
[52+2§ o4t &2]
L L) L




[ )] [ K(sP+2Ejuistei®)

K

R R

B

¢ ,
s[s+%7][sz+2§éwés+wéz] s[s+%:][sz+2§é

T

As [SJ—.]

R

L l2
wdsﬂud

]

R

where the

constants are determined

specifications and, in some cases,

procedure is now illustrated by constructing a "desired transfer function

matrix"” for the A-TA.

Example of a "Desired Transfer Function Matrix”

We consider the example of the aircraft A-7A operating at M = 0.6 and

h = 15,000 ft.

is given by

17.7(s%+0.80964s+5 . 4756
A

gl |- 0.0065(s+2.21)(s-1.63)(s+23.2)

6.89(s+4.35)(s-4.68)

using

designer’s

the

Tﬁas[s+%7][sz+2féwés+mé2]

/

flying

judgement.

A

0.0537(s-0.00616)(s+2.7)(s+113)

(27)

qualities

The above

Its bare airframe transfer function matrix in the lateral mode

A

where

A

A = (5+0.0435)(s+2.71)(s%+0.71448s+5.2441).
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Clearly this system does not meet flying qualities specifications and hence,

will have to be augmented. We construct a desired transfer function matrix for

®
this system. We use the specifications as outlined in MIL-F-8785-C.
Desired Roll Control
(a) Desired %—
a
A-7TA is a class IV aircraft and from the specifications, we take
° TR =1
(29)
C. e K
6a = s(s+1)
Pick K so that ¢(t) = 90° if the input éa(t) is a unit step.
t=1s
<"+ for this case, we have
e
K 1 1 1
¢(s) = sz(s+1) = K[- s T2t s+1]
. -t
e ot = K[-u(eyru(e)re (o))
<Te (1) = K[—1+1+e_1]
L
Also ¢(1) = 90°
-"+ we have e 'K = /2 or K = 4.2698671
0.2 4.2698671
5. = " s(s+l) (30)
a
L
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(b) Desired %

r
From desired g— considerations, we pick fé =0.2, wc'l = 4.0. P
r |
-'. i L - K‘
desired 5 = S(5+1)(52+1.65+16) (31)
_ 1 (r)ey - KO
Forér-s. ¢ss(t)-16.
=1 @)y = o
For Ga =7 ¢ss (t) = 4.2698671 .
i
where ¢(r) ¢(a) are the steady state values of ¢ with &6 alone and &
ss ' 'ss r a |
alone as inputs respectively.
Since by designer’s choice, -
(r) _ [L],(a) .
?ss = {10)%ss + ¥e get
K' _ 4.2698671 _
6= 10 _ o°F K = 6.8317874 !
[
.C. . ¢ _ 6.8317874 ]
desired 5= = S(s+1)(s°+1.65+16) (32)
(c) Desired g— ®
r
As explained in general and with §c'l = 0.2 and w('i = 4 as selected earlier
for desired % we have
r {
B_ _ _{(0.0537)(113) _ 6.0681
5. = 57+2(0.2)4s+(4)7 = 7+1.6s+16 (33)
o




Thus, a desired transfer function matrix for A-7A at M = 0.6 and h = 15,000

ft. is given by

[ o 1 4.26986716 6.8317874 1[s |
s(s+1) s(s+1)(s°+1.6s+16) a
6.0681
P 0 s7+1.65+16 I % )
(34)
( 4.26986716(s%+1.6s5+16) 6.8317874 1( 5 )
s(s+1)(s°+1.6s5+16) s(s+1)(s*+1.6s+16) a
o 6.0681s(s+1) 5
L s(s+1)(s2+1.6s+16) )| °r |

Summary

In this work, we have used the SISO frequency matching technique to design
control systems for aircraft in the longitudinal mode. The design procedure
includes, in a natural way, the flying qualities considerations. The existing
sof tware was updated for the design puposes. The advantage of the frequency-
matching technique is that the unknown parameters of the controller turn out to
be solutions of linear algebraic equations. This gives a quick capability to
get a controller incorporating flying qualities which could be fine-tuned to
meet the overall design-objectives. Two numerical examples, one for F104 and
the other for F16, are given to illustrate the procedure.

In addition to this, a "desired transfer function matrix” for the control

systems augumentation of an aircraft in its lateral modes has been proposed.

108-19




The parameters in this matrix are fixed in accordance with MIL-F-8785C. A

numerical example is presented for the A-TA aircraft.

Recommendations for Future Work
The work carried out in this report for SISO systems should be extended to
the multivariable case. The first significant step in this direction has
already been taken by proposing the model of a "desired transfer function
matrix” for the lateral mode augumentation of the control systems of an
aircraft. We make the following recommendations:
Short Term Goal
(a) The SISO technique of designing control systems should be extended to
the MIMO case such that the flying qualities are naturally
“incorporated in the process. Under the proposed technique, a general
cascade controller.as shown in Figure 1 will be synthesized such that
the compensated closed loop multivariable system is "close™ to the
desired transfer function matrix over a frequency interval of
interest.
(b) The MIMO technique developed in (a) should be applied to a numerical
example of an aircraft in its lateral mode.
(c) Appropriate software should be developed to implement the synthesis
procedure taking advantage of the fact that the parameters of the

controller are solutions of linear algebraic equations.

Long_Term Goal
(a) The question of robustness of the control system designed by the

frequency matching method should be explored. Perhaps. good
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(b)

robustness conditions could be incorporated in the "desired transfer
function matrix". This condition will certainly strengthen the
technique.

A comparison of the frequency matching technique for MIMO control
systems design with other design-techniques should be made. A
comparison in the SISO case made by the author is quite favorable for

the frequency matching technique.
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Infrared To Visible Light Conversion In Rare Earth Doped

Heavy Metal Fluoride Glasses

by

Richard S. Quimby

ABSTRACT
A phenomena known as "frequency upconversion' or "anti-stokes
fluorescence via energy transfer’ has been examined in a series of

BaF,-ZnF,~LuF —ThFa glasses co-doped with YbF, and ExF_ . 1In this

pro:ess, (1ow3frequency) infrared photons ‘in ihe 1 miciometer
wavelength region are absorbed by Yb3+ ions, with a subsequent
transfer of energy to Er3+ ions. Decay of the Er3+ excited state
produces a (high frequency) green fluorescence in the vicinity of
0.55 micrometers. The effect has been extensively studied in
(poly)crystalline phosphors, and is observed to be nonlinear in
that two infrared photons are needed to generate one green photon.
Using both a filtered arc lamp and a Nd-YAG laser, we measured the
absolute efficiency of the upconversion process in glasses where
the Yb3+/Er3+ ratio was between 1:1 and 35:1. The efficiency is
defined as the ratio of the green power emitted to the infrared
power absorbed by the specimen. The highest efficiencies were
obtained in glasses containing (molZ) 11.25 7% YbF, and 0.75 7%

3

ErFB. In these vitreous heavy metal fluorides, the upconversion

efficiency is 3-4 orders of magnitude greater than that observed
in equivalently doped oxide glasses, and compares very favorably

with results obtained for Yb3+/f 3+ containing crystals.
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II.

III.

Introduction

I obtained my Ph. D. in physics at the University of Wisconsin
at Madison in 1979, with a thesis on the new technique of photo-
acoustic spectroscopy. At Madison I became familiar with the
optical spectroscopy of rare-earth and transition-metal ion
impurities in solids. Recently I have become interested in the
development and application of fiber optics, and it was through
this interest that I initially made contact with Dr. Martin
Drexhage at RADC - Hanscom AFB. One of the thrusts of Dr.
Drexhage's research program at RADC is the utilization of newly
developed fluoride glasses as hosts for optically active devices
such as IR upconverters and lasers. .Because such devices rely
on impurity ion dopants for their operation, my background in the
physics of rare-earth and transition metal ion spectroscopy
nicely complemented Dr. Drexhage's expertise in fluoride glass

development.

Objectives of the Research Effort

The goal of this project was to investigate from a fundamental
point of view the efficiency of upconversion in rare-earth doped
heavy metal fluoride glasses. From previous work by Dr. Drexhage
and others, it was known that the characteristic vibrational energies
in fluoride glasses are lower than in oxide glasses.(l) This
results in weaker nonradiative relaxation between rare earth
energy levels, and hence higher fluorescence efficiencies.(z)
For the same reason, it was expected that upconversion processes
in fluoride glasses would be more efficient than in oxide glasses,

and perhaps as efficient as in cyrstalline hosts.

Theoretical Background

The type of upconversion process considered here is

+ +
illustrated in Fig. 1. Two impurity ions such as Yb3 and Er3
4

are co-doped into the glass matrix. The sensitizer ion (Yb3 in

this case) absorbs incident IR rzadiation and transfers its energy
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+
to a neighboring activator ion (Er3 ). This first step in the
upconversion process leaves the Er3+ ion in a long lived inter-
mediate state (labelled state 2), and the Yb3+ ion in its ground

3+ ion (or the first one,

state. In the second step a second Yb
re-excited by incident IR light) transfers its energy to the
previously excited Er3+ ion, raising it from level 2 to level 4.
The Er3+ ion then decays rapidly through nonradiative relaxation

to level 3, from which green fluorescence is emitted. The net
result is that two IR photons have been converted into one visible
photon. Variations of the above process are possible which involve
other rare-earth energy levels, and these different schemes have
(3) and Wright(4).

has been found that the green emission process described

been revieﬁed by Auzel In fluoride hosts it
above is predominant in Yb, Er doped systems.

The upconversion process described above involves a step-wise
excitation of discreet energy levels involving ion-ion energy
transfer. This should be contrasted with other types of upconversion
wuch as frequency doubling, which involve the nonlinear electronic
susceptibility of a material. Advantages of the latter include
speed and wavelength tunability, whereas the former has the
advantage of sensitivity and wide acceptance angle for the incident
light.

With a straightforward rate equation calculation one can show
that for the upconversion scheme shown in Fig. 1, the emitted

(4)

green power per unit volume is given by

/?Zm ied
Vo/

Pt
= KN N (7Z) ()
where Na is the number density of acceptor (Er3+) ions, Nd is the
number density of donor (Yb3+) ions, /7~ is the absorption cross
section of the donor ion, and I is the IR light intensity. The

parameter K depends on microscopic quantities such as transfer
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IV.

rates, radiative and nonradiative lifetimes, and energy level
splittings. It can also depend on the ionic concentrations Na
and Nd through the processes of concentration quenching and back
transfer.

In comparing the upconversion efficiency of different materials,
it is useful to have a definition of efficiency which is independent
of the level of excitation of the material. This is partially

accomplished by dividing the emitted power by the absorbed power:

/7
gbs — /'\// alba (2)
Vet ‘

fi’,l //[l/

(R K N N, 7L (3)
b5
The efficiency defined in this way still depends on the excitation
level 7/ , however, so it is useful to divide n by vZ and
normalize to a "standardized" value {szjff. The 'standardized

efficiency" Qy/ is related to the measured efficiency ’2 by
( 7[/)5/

q St = ~ €

When the values of 79/ are compared for different materials,

what is being compared is the product K Na Nd’ which is
independent of the excitation level. For convenience in these
measurements we chose a value of (3>17£,= 1.00 x 10—20 W. It

is important to recognize that the product ¢ Z defines the
excitation level, rather than the optical intensity I alone. This
is because the upconversion efficiency depends on the number

density of excited sensitizer ions, which is proportional to s/ .

Experimental Procedure

The preparation of heavy-metal flucride glasses has beca

(1)

discussed elsewhere. For these experiments, a base glass with

109-5




the following composition was used: BaF2 (14 mol %), ZnF2 27 723,
LuF3 (27%2), ThF4 (27%), and NaF (5%Z). The dopants YbF3 and
ErF_, were substituted for LuF, in a series of Yb concentrations,

Sucz that the sum of Lu, Yb, znd Er concentrations always added
up to 27%. The samples were cut into rectangular slabs approx-
imately 1 X 1 X 0.2 cm, and polished on all sides. In addition
to these fluoride glasses, samples of Er, Yb doped into a

. silicate glass, a phosphate glass, and CaF2 were obtained. The
oxide glass samples were rectangular pieces approximately

5 X5 X9 mm, and the CaF

0.95 cm in diameter.

9 sample was a rod 3.4 cm long and
Two different light sources were used to excite the samples.

The first was a cw Nd:YAG laser which supplied a TEMOO beam of

unpolarized light at a wavelength of 1.064 microns. After passing

through a 20 cm focal length lense the cw beam power was 240 mW,

and was focused on the sample to a spot with a Gaussian beam radius

of 90‘/qtn. This resulted in a peak intensity on the sample of

940 W/cmz. The second source was an arc lamp and filter, which

supplied broadband radiation in the range 950 nm to 1010 nm.

After spatial filtering and refocusing, the beam power was 2 mW

and was focused onto the sample in an area of 0.029 cmz, resulting

in a peak intensity of 0.070 W/cmz.
The samples were placed at the center of a 10 inch diameter

integrating sphere and were illuminated with light incident through

one of the ports. Light which passed through the sample without

being absorbed or scattered was allowed to exit the sphere

through the opposite port. The photodetector was placed in a

port at 90° from the incident beam, and shielded from direct

radiation by a baffle. The photodetector was either a Silicon

photodiode or an S5~20 photomultiplier, depending on the signal

level. Scattered IR light was prevented from reaching the photo-

detector by the use of IR blocking filters. The detected signal
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then corresponded only to the emitted green light.

Calibration of the signal was accomplished in one of two ways.
The first method was to compare the measured green signal with
the photodiode signal abtained by blocking the exit port for
the IR light and removing the IR blocking filters in front of the
photodiode. Since all of the incident IR light is now trapped in
the sphere and detected, and since the absolute power of the
incident beam can be easily measured with a calorimetric power
meter (a Scientech meter was used), the previously detected green
signal can then be calibrated. In this method the relative
sensitivity of the photodiode to green vs. infrared light must
be known. This was measured independently, using the Scientech
meter as a standard.

The second method for calibrating the signal was to direct
green light of a known power into the sphere. The light was from
the arc lamp and a green 10 nm filter centered at 546 nm, and
its absolute power was again measured with the Scientech meter.
The two calibration techniques yielded the same efficiency values,
within about 207%.

The signal from the photodetector was sent to a lock-in
detector for improvement of signal-to-noise ratio. The beam was
chopped at a low frequency (10 Hz) in order to achieve a quasi-
steady state condition. The signal was independent of chopping
frequency for frequencies below 20 Hz.

The power absorbed by each sample was determined by measuring
the Yb3+ absorption spectrum on a Cary 14 spectrophotometer. A
representative scan for a low Yb concentration sample is shown in
Fig. 2. Although the absorption at )\ = 1.064 M m is rather
small, it was sufficient in the higher concentration samples to
allow a determination of the absorption cross section to an
accuracy of about 30%. 1In the case of arc-lamp and filter

excitation, the absorption was high enough that it could be
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determined directly by measuring the ratio of transmitted to

incident light.

Results

According to eq.{(l), the green emission should vary as the

square of the incident intensity. This was verified experimentally

by inserting a variable beam attenuator in the path of the beam.
The graph of output power vs. input power on log-log paper is a

straight line with a slope of 2.0 + 0.1, as expected.

The efficiency of upconversion for YAG excitation was measured

for a series of fluoride glass samples with Yb3+ concentration
ranging from 0.75 mol % to 26.25 mol %. For each of these samples
the Er3+ concentration was 0.75%. The standardized efficiency
was calculated for each sample according to eq.(4), with the
results shown in Fig. 3 by the dots and the crosses. The A
and B samples were cut out from different sections of a larger
original sample. It is clear that an optimum concentration range
exists for the Yb3+, between 5 and 1l mol %. The flattening of
the efficiency curve above 3% Yb is likely due to increasing
back-transfer from Er3+ to Yb3+,(4) while the decrease at still
higher Yb3+ concentrations is due to increasing Yb-Yb energy
transfer with subsequent energy loss to traps.

The effect of varying Er3+ concentration was investigated by
doubling the Er3+ concentration to 1.5 mol 7%, with the Yb3+
concentration at 11.25%. Although eq.(3) predicts the efficiency

to be proportional to Er concentration, the square data point in

Fig. 3 shows that the efficiency with 1.5% Er is only some 157 higher

than the efficiency with 0.75% Er. This is probably due to
fluorescence quenching by Er-Er interactions.(z)
As a check to see if nonrepresentative sites with unusually
small or large efficiencies were being excited with the YAG pump,
the standardized efficiency was measured on the same series of

samples using the arc-lamp and filter as the light source. The
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VI.

results are shown with cifcles in Fig. 3. It is seen that the
standardized efficiencies using these two methods of excitation
agree within a factor of two, and furthermore they exhibit the
same dependence on Yb concentration. It appears, then, that
the ions excited by the YAG laser are representative of the
ions excited with broadband illumination, and do not have
unusually high or low conversion efficiencies.

The standardized upconversion efficiency of omne of the
fluoride glass samples (11.25 mol % Yb, 0.75 % Er) is compared
to that of the oxide glass and Can samples in Table I, along
with some relevant parameters. The fluoride glass host is
within a factor of two as efficient as the CaF2 crystalline host,
whereas the two oxide hosts are some four orders of magnitude

lower in efficiency. This confirms our original expectation that

the fluoride glasses would make efficient upconverters.

Recommendations

From the results presented here, it is clear that fluoride
glasses do indeed make efficient hosts for IR upconversion, at
least for the Er, Yb system. The limits on upconversion
efficiency appear to be due to back transfer and energy transfer
to traps, rather than nonradiative decay by multiphonon emission.
One important limitation of the Er, Yb system is wavelength
tunability. As can be seen from Fig. 2, the Yb absorbs strongly
only between 900 and 1000 nm. It is desirable to have an
upconverter which is sensitive to a broader range of wavelengths,
particularly at 1.064 //7n1and 1.5 //Vm. A promising approach
would be to use transition metal ions as the sensitizer, since
they have much broader absorptions in the near infrared than do
rare-earth ions. Furthermore, the transfer of energy from
transition metal ion to rare-earth ion is expected to be verv
efficient, based on previous work using such transfer to increase

(5)

pump efficiency for solid state lasers.
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It is recommended that this project be extended to study
upconversion in transition metal-rare earth doped systems.
Specific systems that merit consideration are transition metal

2+ r2+’ Nt

2+ s
ions such as V° , C , and Cu as the sensitizer,

co-doped with Er3+ as the activator. The encouraging results
obtained for the Er, Yb system lead us to be optimistic about the
development of an upconvertor that is both highly efficient

and widely tunable.
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Table I.

Standardized efficiency of upconversion of IR light at

A= 1,064 ,m into green light at 550 nm.
Y

the Yb3+

o

Iz

’.v

¢y 1s

absorption cross section at M\ = 1.064 . m.

Yb conc. Er conc. 1 L;;Y [, -
Host (1020 cm'3) (1020 cm“3) (mm) (107 cmz)
fluoride | 21.4 1.43 2.05 1.0 1.0 x 10~3
glass
silicate 9.3 0.31 5.1 2.1 2 10~/
glass
phosphate| 12.1 0.40 5.1 2.6 6 10-8
glass
CaF, 25 2.5 3.6 | 101 2.1 x 1073
crystal
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Optimization of Actively Controlled Structures

Using Multiobjective Programming Techniques

by

Singiresu S. Rao

ABSTRACT

The design of minimum weight structures with constraints on the damping
parameters of the closed loop system in the design of an active control system is
considered using multiobjective optimization techniques. The cross sectional:
areas of the members are treated as design variables. The structural weight
and the controlled system energy are considered as objecti;/e functions for
minimization. The goal programming and game theory approaches are used for
the solution of the multiobjective optimization problems. The feasibility of the
approaches is demonstrated through the design of a two-bar and a twelve-bar

truss structures.

110-1




Acknowledgements

I would like to thank the Air Force Systems Command and the Air Force
Office of Scientific Rcsearch for sponsorship of my research. In order to be
meaningful, scientific research must be conducted in an intellectually
stimulating environment. The Analysis and Optimization Branch of the Flight
Dynamics Laboratory (FDL) provided this environment. I would like to thank
several members of the FDL staff, Dr. V. B. Venkayya, Dr. N. S. Khot and V.
A. Tischler, for giving me the opportunity and the guidance necessary for my

research.

Finally, I would like to thank my wife, Kamala, and my daughters, Sri
and Shobha, for their willingness to relocate and for their support and

encouragement throughout the summer.

110-2




I. Introduction

[ received my Ph.D. from Case Western Reserve University, Cleveland,
studying optimal design of aircraft structures under dynamic and aeroelastic
constraints. [ later was a faculty member at the Indian Institute of
Technology, Kanpur, and San Diego State University, San Diego. At present, I
am a faculty member in the School of Mechanical Engineering, Purdue
University, West Lafayette. 1 have been doing and guiding research in the

areas of structural and mechanical optimum design.

The research problem at the Flight Dynamics Laboratory involved the
development of suitable optimization methodologies for the design of actively

controlled structures.

The problem under investigation at [FDL was similar to the problems I
have been studying over the past several years. Because of this similarity [ was

assigned to work on the optimization of actively controlled structures.
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II. Objectives of the Research Effort

The objective of the vibration control project is to design the structure
and its control system of a large space satellite to either eliminate structural
vibration or reduce it to a desired level within a reasonable time span. An
important aspect is to integrate a large order structural optimization with the
algorithms for a closed-loop control system so that both can be used to

effectively control the large order system.
My individual objectives were:

1. Formulate the problem of optimization of actively controlled structures by

identifying all the important objectives.

2. Develop multiobjective programming techniques for the solution of the

design problem.
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III. Past Work

Large space structures face difficult problems of vibration control.
Because of the requirement of low weight, such structures will lack the stiffness
and damping necessary for the passive control of vibrations. Hence, current
research is directed toward the design of active vibration control systems for
such structures. The objective of vibration control is to optimally design the
structure and its controls either to eliminate vibration completely or to reduce
the mean square response of the system to a desired level within a reasonable

span of time.

The structural designer wants to adjust the structural parameters to
minimize the mass while acilieving the desired frequencies, mode shapes and
dynamic fesponse. The control designer, on the other hand, wishes to size the
controllers (and possibly select the number and locations of the actuators and

sensors) so as to minimize the energy of the vibrating structure.

A great deal of research is currently in progress on designing active
vibration control systems for large flexible space structures [1]. In Refs. [2,3], an
optimal structure is initially designed to satisfy constraints on weight, strength,
displacements and frequency distribution, and then an optimum control system
is designed to improve the dynamic response of the structure. In Refs. [4,5], a
simultaneous integrated design of the structure and vibration control system is
achieved by improving the configuration as well as the control system. A

unified approach to achieve satisfaction of eigenspace constraints is presented in
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Ref. (6].

The weight of the structure is minimized with constraints on the
distribution of the eigenvalues and/or damping parameters of the closed-loop
system by Khot, Eastep and Venkayya [7]. Salama [5] and Miller and Shim (8]
considered the simultaneous minimization, in structural and control variables,
of the sum of structural weight and the infinite horizon linear regulator
quadratic control cost. The frequency control, the effect on the dynamic
response of flexible structures and the associated computational issues were
discussed by Venkayya and his associates [3,9]. The structure/control system
optimization problem was formulated by Khot et al. [10] with constraints on the
closed-loop eigenvaiue distribution and the minimum Frobenions norm of the

control gains.

It can be seen that the combined structural/control optimization problem
has not been formulated and solved as a multiobjective optimization problem.
The present work aims at using goal programming and game theory approaches

for the formulation and numerical solution of the problem.

IV. Equations of Motion

The equations of motion of a large space structure with active controls

under external forces are given by
M|U + [C]U + K] U = [D|F (1)

where {M] is the mass matrix, [C| is the damping matrix and [K] is the stiffness
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matrix. These matrices are of order r where r denotes the number of degrees of
freedom of the structure. U represents the vector of displacements and a dot
over a symbol denotes differentiation with respect to time. [D] is the rXp
matrix denoting the applied load distribution that relates the control input
vector F to the coordinate system. The number of components in F is assumed

to be p. By introducing the coordinate transformation
U=[o]n (2)

where [¢] is the rXr modal matrix whose columns are the eigenvectors and y is
the vector of modal coordinates, Eq. (1) can be transformed into a system of

uncoupled differential equations as
M| 7 + ] 7 + K] = [-]"D] F (3)
where
M| =[1] (4)
Cl = 2.-] (5)
K] =[] (6)
?is the vector of modal damping factors and = is the vector of natural

frequencies of the structure. Equations (3) can be converted into a state space

representation by using the transformation
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where X is the nXX1 state variable vector. This gives the state input equation

¥ =A%+ B|F (8)

where [A] is the nXn plant matrix and [B| is the nXp input matrix, n = 2r

0] 1
A] = [O] [1] o)
[=2] [ —2ue]
and
B] = © (10)
[4/7ID]

The state output equation is given by

7=10% (1)
where y is the qX1 output vector and [C] is the qXn output matrix. If the

sensors and actuators are co-located, then q = p and

[C] = B] (12)
In order to design a controller using a linear quadratic regulator, a performance
index J is defined as

t
J={ [?T Q¥ +FT [R|F | dt (13)
0

where [Q] is the state weighting matrix which has to be positive semidefinite
and [R] is the control weighting matrix which has to be positive definite. It is

possible to control the damping response time, amplitudes of vibration, etc., of
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the system by proper selection of the elements of the matrices (Q] and [R]|. If

(Q] and [R] are chosen as

K| [O]
Q] = (14)
(0] M]
and
R = D" [K|™" D] (15)

then Eq. (13) provides a measure of total system strain, kinetic and potential

energies.

The result of minimizing the quadratic performance index and satisfying

the state equation gives the state feedback control law (13|

F=-[G%® (16)
where (G| is the optimum gain matrix given by

Gl =R BTER] (17)

with [P] representing a symmetric positive definite matrix called the Riccati

matrix and is found by solving the following algebraic Riccati equation
AT P!+ P [A] +(Q) — [P] B] [R]™" [B]" [P] = [O] (18)

Substituting Iiq. (16) into Eq. (8) gives the governing equations for the optimal

closed-loop system in the form

3.?= [ACI]Y (19)

110-9




where
[Aq] = [A] — [B] [G] (20)

The eigenvalues of the closed-loop matrix, [A.|, are a set of complex conjugate

pairs written as

N=a k05 i=12..n (21)

where j =V —1. The damping factors {; and the damped frequencies .. are

related to the complex eigenvalues through

Al

A /(—TiZ + :‘i2

V. Optimization Problem

The cross-sectional areas of the members of the structure are chosen as

the design variables. The weight of the structure, f|, is given by
[(@) = Vo A G : (23)

where p; is the weight density, A, is the cross sectiona! area, ¢; is the length of
element i, and 7 is the design vector. For any specified initial condition X,, it is

well known that

min % j [YT QX +FT [R|TF | dt = = %XT [P| %, (24)
0

1
2
and the corresponding optimal control is given by Eq. (16). The minimum value

of the quadratic performance index is taken as the second objective function,
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f,(7) =X7T [P| X, (25)

Other possible objective functions are the Frobenions norm and the eflective
damping response time. The Frobenions norm of the control gains, f3(7), is

given by

f4(Z) = trace ‘[G]T R] [G]} (26)

Essentially, the Frobenions norm of the control gains represents the expected
value of the integrand of the quadratic control effort. By minimizing the
expected value of the integrand, one can hope to minimize the required control
effort. The effective damping response time, £,(Z), under the action of an initial
disturbance X, =X (t = 0) can be expressed as

%, [P %

£.(7) =
= Q) %,

(27)
The magnitude of f, indicates the effect of the control system in reducing
vibrations.

Constraints are placed on the closed loop damping ratios as

= =0 (28)

or
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where Ei(°) is a specified value. Bounds are placed on the cross-sectional areas of

members as

Al <A < Ai(U) (30)

where the superscripts ¢ and u indicate the lower and upper bound values.

The design problem was formulated as a standard multiobjective
optimization problem. The goal programming and game theory techniques were
used for solving the problem. These techniques transform the problem into an
equivalent single objective optimization problem. The subroutine UNCON,
which is based on Powell’s algorithm for nonlinear constraints that uses
Lagrangian functions [12], has been used for solving the single objective

optimization problem.

V1. Illustrative Example

The multiobjective optimization techniques outlined above were applied to
two truss structures. The dimensions of the structure were defined in
unspecified consistent units. The elastic modulus of the members was assumed

to be 1.0 and the density of the structural material was assumed to be 0.001.

Ezample 1. Two-Bar Truss

The two bar truss shown in Fig. 1 was selected for its simplicity. A
nonstructural mass of 2 units was attached at node 2. The actuator and the

sensor were located in element 1 connecting nodes 1 and 2. It was observed
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that the minimization of f, is the same as that of f;. Similarly, the optimum
solution of f, was found to be the same as that of f,. The solutions of the -
problem obtained with consideration of single and multiple objective functions
are shown in Table 1. The minimization of ', gave a value of F; = 49.94 with
the corresponding F, = 127.41 while the minimization of F, yielded F.; = 1.21
with the corresponding F, = 1110.8. These results indicate the penalty
associated with the other objective functions while minimizing a particular
objective function. It can be observed that the results are essentially the same
with p =1 and p = 2 in goal programming. The damping ratios were observed
to be the same in all the cases. Considering all the four objective functions, the

game theory approach seemed to yield a good compromise solution.

Ezample 2. 12-bar Truss (ACOSS-FOUR)

The finite element model of ACOSS-FOUR is shown in Fig. 2. The edges
of this tetrahedral truss are 10 units long. The structure has 12 degrees of
freedom and 4 masses of 2 units each, which are attached at nodes 1 through 4.
The actuators and the sensors are located in six bipods and are assumed to
coincide with each other. Thus, the matrix [D| in Eq. (1) would consist of the
direction cosines relating the forces in the six bipods with their components in
the coordinate directions. Since the sensors and the actuators are co-located,
matrices [B] and {C] in Egs. (8) and (11) would satisfy Eq. (12). The weighting
matrix [R] for this case would be of order 6 X 6. The passive damping

parameters ¢ in Eq. (9) were assumed to be zero.
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At the starting design, the cross-sectional areas of the members were
taken to be the same as those assigned by the Charles Stark Draper Lab for
their investigation [2]. The characteristics of this design, along with those of
the designs found in this investigation, are shown in Table 2. For this structure
also, it was observed that the minimization of F,(F,) reduces F3(F,). The game

theory solution appeared to yield the best compromise solution.

VII. Recommendations

1. The multiobjective optimization procedures were applied to simple truss
structures. Further work is needed to investigate the behavior of more

complex structures.

2. It was observed that the minimization of structural weight (control
energy) yielded the same results as the minimization of the Frobenions
norm of the control gains (effective damping response time). Additional

work is needed to validate this observation.

3. The present study seemed to point out that the game theory approach
yields good compromise solutions. Further work is needed to find the

nature of solutions given by the game theory.

4. Further multiobjective optimization work is needed to find optimal designs

which will be robust from stability and performance points of view.
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Table 1. Optimization Results of Two-Bar Truss

Quantity Starting |Minimization Minimisation Goal programming Game Theory
points, 7, of Fjor Fy | of Fyor F, p=1 p=2
Design variables’
Zy 100.0 89.8788 2000.0 169.3107 179.0077 361.8625
Zg 100.0 10.0 221.6112 18.7606 19.8351 40.0963
Eigenvalues
(open loop)
.dlz 0.946 0.370 1.74 0.507 0.522 0.742
3 1.89 1.45 6.83 1.99 2.04 2.90
Eigenvalues
(closed loop) . .
Ay F0-33110.996jr0-0373:t0-37lj -0.175+1.75j+0.0511+0.508j-0.0525+0.522j-0.0746 +0.743)
Ay +0.904+1.81j | -0.958+1.42j | -4.524+6.69j[ -1.3241.95j | -1.35+2.00j | -1.92+2.84j
+4
Damping ratios''
& 0.3153 0.1002 0.1000 0.1000 0.1000 0.1000
&, 0.4462 0.5599 0.5599 0.5599 0.5599 0.5599
Object,ives“.L
F, 100.0 49.9394 1110.8 94.0356 99.4214 200.9794
F, 100.0 1274131 1.2139 49.2823 45.3325 15.7726
F, 100.0 73.0240 255.37 80.6034 81.5291 98.9855
F, 100.0 114.5173 24.277 83.4402 81.1487 57.0750

F2{) =100, 2{* =2000.0; i=1,2

1 £i(°) = 0.1

MF =fic;, ¢ =22.3607, c,=2.148x10"*, ¢, = 17.4167, c, = 48.0313

11
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Table 2. Optimization Results of 12-Bar Truss

Quantity Tnitial MinimizationMinimizationGoal programming solution|Game theory
Design of F, of F, p=1 p=2 solution
F,? 100.0 78.8911 105.2115 86.7279 102.0096 78.2999
F, 100.0 132.5619 25.5383 24.5643 30.0372 33.1521
F3 100.0 48.9172 134.2457 112.73686 131.6969 99.6482
F, 100.0 162.8467 23.6538 24.3611 26.8002 37.5417
w? (open loop) 1.34 0.494 1.41 1.15 1.61 0.655
% (open loop) 12.9 11.8 17.1 16.5 16.2 13.2
A (closed loop) }0.351+1.36j40.129+0.501j-0.376+1.46j }0.290+1.17j| -0.420+1.63j }0.175+0.679j
r
A (closed loop) }0.581+12.9j40.354+11.8] | -8.86+16.2| -8.80%:15.7j -8.23415.3j | -5.83+12.3]
& 0.2503 0.2503 0.2496 0.2398 0.2501 0.2501
$12 0.0451 0.0301 0.4801 0.4882 0.4733 0.4289
ST =of, ¢ =2.2885, c,=0.4300, c; = 0.2886, c, = 68.3045.
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Figure 1 Two Bar Truss
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Figure 2 Twelve Bar Truss (ACOSS-FOUR)
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Development of a Rapid and Sensitive Assay Procedure for the

Detection of the Protozoan Parasite Giardia lamblia

in Drinking Water Supplies

by
Ralph J. Rascati
ABSTRACT
The development of procedures for concentration and detection of the

protozoan parasite Giardia lamblia were initiated. Membrane filtration was used

for concentration of the cysts from water supplies and an immunoassay is to be
developed for the detection of cysts. Development of the immunocassay procedure
will take longer than the ten-week period available but the preparation of
antibodies against Giardia cysts was begun by injecting rabbits with cyst
preparations. The injection schedule and part of the bleeding schedule were
completed during the summer period. The bleeding schedule should be completed
and the sera obtained used for development of the assay procedure. Testing of
the membrane filtration procedure for concentration of cysts was undertaken
using water samples deliberately seeded with known amounts of Giardia cysts. It
was found that filters with a pore size of 3 um were more efficient (14-50%
recovery) than filters with a pore size of 5 um (< 17% recovery). Although the
larger pore filters could process slightly larger samples before filter
clogging occurred the difference in sample size did not fully compensate for
the decreased recovery efficiency. These results are however, preliminary and
further work is needed to establish the relationship between water quality,
maximum sample size which can be processed and recovery efficiency for the two
different pore size filters. A field trial of the concentration procedure
demonstrated its ease of use. However, although Giardia-like objects were
observed they could not be unequivocally identified. This serves to strengthen

the need for the objective immunoassay procedures.
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I. INTRODUCTION

1 received my Ph.D. in Biochemistry from the University of Massachusetts
studying the ability of isolated rat liver mitochondria to synthesize some of
their own proteins. During that time I gained experience with the kind of
immunological procedures used in the present project. I then spent 4 years at
the Oak Ridge National Laboratory working on the regulation of eukaryotic gene
expression and on genetic toxicology using viruses as a model system. After
moving to I1linois State University in 1979 I continued to pursue the projects
developed at the Oak Ridge National Laboratory. While there however, I became
interested in water and wastewater quality standards with particular emphasis
on standards pertaining to the presence of viruses and other potentially
pathogenic microorganisms in water supplies. I have continued to pursue this
interest since moving to Kennesaw College in Marietta Georgia in September of
1985. My goals are to develop and use procedures for detecting potential
pathogenic organisms in order to assess the efficiency of currently available
treatment procedures at removing and/or inactivating those organisms.

The OEHL is primarily a consultant division that deals with problems
arising at various Air Force installations pertaining to occupational and
environmental health and safety. One of the problems that they have been
consulted about is the outbreak, on several Air Force installations, of a
gastrointestinal disorder (giardiasis) caused by the protozoan parasite Giardia
lamblia. Other outbreaks of this disease have been traced to contaminated water
supplies. The OEHL needed therefore, an assay procedure for sampling water

supplies and detecting the presence of Giardia lamblia. Since this problem was

closely related to my own interest in water quality standards I was assigned
the task of developing an assay procedure that could be used by OEHL personnel
to detect the presence of Giardia in drinking water supplies. Once it is
developed I will also use this assay procedure for an investigation of the
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natural occurence of Giardia in water and wastewater and its removal and/or
inactivation by various treatment procedures. Standards for removal of

potentially pathogenic organisms such as Giardia can be developed rationally
only when we have the means to rapidly and accurately assess the outcomes of

procedures designed to remove such organisms.

II. OBJECTIVES OF THE RESEARCH EFFORT

The overall objective of this project is the development of an assay

procedure for the detection of Giardia lamblia in water supplies that is

relatively rapid, is sensitive, can be performed by laboratory personnel with a
minimum of training, and which does not require subjective evaluation and
interpretation of the results insofar as possible. Specific objectives are:

A. Analysis of the current literature and comparison of the reported
efficiencies of the methods currently used for concentrating the
organism from contaminated water supplies.

B. Analysis of the current literature and a comparison of the reported
methods for identification of Giardia cysts in concentrated samples.

C. Development and field testing of a method for recovering cysts of the
organism from large volumes of water which can be applied by
relatively unskilled workers at the site of an outbreak.

D. Development of a method for identification of Giardia lamblia cysts

in the field samples which is rapid, sensitive, easy to do, and does

not rely heavily on subjective interpretation.

ITT. COMPARISON OF CURRENTLY USED CONCENTRATION METHODS

Giardia lamblia is a flagellated protozoan responsible for the

gastrointestinal disorder known as giardiasis (see ref 1 for review). The

organism has a two-stage life cycle. The cyst stage is a dormant stage. The
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organism is encased in a relatively tough covering which gives to the organism
resistance to environmental degradation and resistance to stomach acid. When
ingested the organism survives in the stomach and is excysted in the small
intestine where the conditions are no longer acidic. The organism then enters
into the reproductive vegetative stage (trophozoite stage). Humans infected
with Giardia can either be asymptomatic or may develop acute or chronic
symptoms, including diarrhea, abdominal distention, flatulence, nausea,
belching, anorexia, vomiting, fatigue, and/or abdominal cramps. As the
organisms pass through the small intestine into the large intestine they are
again encysted and the cysts are shed in the feces.

Waterborne transmission of giardiasis was suggested in 1946 when an
outbreak in Tokyo was traced to sewage contamination of a water supply.
Documentation of waterborne transmission was obtained in Aspen, Colorado in
1965 when cysts were detected in the water supply during an outbreak. Since the
time of the Aspen outbreak ovér 80 outbreaks affecting over 25,000 persons have
been reported. Most outbreaks are relatively small, affecting <200 persons, but
several of the outbreaks have been quite large. Cysts were recovered from the
water supplies in only some of the outbreaks while in others the waterborne
etiology of the disease was suggested from epidemiological data only. In two of
the largest outbreaks (Rome, NY, >4800 cases, >10% of the popu]ation; Berlin,
NH, >7000 cases, >40% of the population) multiple cysts were detected in raw
and treated water. In Berlin, NH contamination resulted from joint leakages and
from a poor design which allowed filtered and unfiltered water to mix, thus
bypassing the filter system. In fact, most of the outbreaks have been
associated with the use of surface water without filtration or with inadequate
filtration. Many have occurred in New England, the Rocky Mountain states and
the Pacific states where the untreated water quality is often considered good
enough that many water supplies are not filtered but are only chlorinated. This
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may be inadequate for treatment of Giardia, even though it is adequate for the
removal of many other pathogens, because Giardia is relatively resistant to
chlorination. In the plains states there have been fewer outbreaks; possibly
because the water quality is so poor that both filtration and chlorination must
be used and therefore Giardia is effectively removed (2-4). It is clear that
more efficient methods for detection of Giardia are needed in order to more
fully document the waterborne transmission of this potential pathogen and also
to more efficiently analyze the effectiveness of the various treatment
procedures used in water treatment facilities.

For any detection method to be useful it must be able to process large
samples of water and concentrate Giardia cysts so that they may be identified.
It has been estimated that raw sewage should contain between 9.63 x 103 and
2.4 x 105 cysts per liter assuming average per capita water comsumption and an
incidence of infection of 1-25%. Calculation of cyst levels in drinking water
supplies will depend, therefore on the degree of raw sewage contamination of
the drinking water supply but in any case should be considerably lower than the
concentration in the raw sewage (5). Where contamination of the water supply is
from some source other than raw sewage leakage the level of cysts in the water
cannot be predicted but might be expected to be even lower. A number of methods
have been used to concentrate cysts in order to detect possible contamination

by Giardia lamblia. The most commonly used of these methods are summarized and

compared below:

1) EPA Method (5) - The EPA developed a method for concentrating cysts
from water samples which has been widely accepted as the standard method. In
fact it is the method listed in the "Handbook of Standard Methods for the
Analysis of Water and Wastewater". Briefly large samples of water can be

filtered through a cartridge filter of wound orlon yarn. A water meter is
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connected downstream from the filter and connections are made with standard
garden hose fittings. The requisite volume of water is passed through the
filter and the filter is then shipped on ice to the laboratory. The filter
fibers are cut and homogenized in a blender with distilled water to extract the
cysts. The extract is then subjected to flocculation and/or screening to
further concentrate the cysts. The advantage of this method is its portability,
ease of use in the field, and ability to process large water samples. The
disadvantages are a complex series of manipulations once the sample has been
filtered, an awkward processing procedure in extracting the cysts from the
orlon yarn fibers and a relatively low efficiency of cyst recovery (Mean =
6.3%; Range = 3-15%) Analysis of the individual steps involved .ndicated that
loss of cysts occurred at each stage in the process with drastic losses (>1
log) at the flocculation step if used.

2) CDC Method (6) - This method uses a swimming pool filter with sand as
the filtering medium. Extremely large volumes can be filtered with this
procedure. The filter backwash is collected in 55 gallon drums, coagulated with
alum, and the sediment screened. Additional steps are then used to further
concentrate the samples. In certain field trials with this method a few cysts
were detected after passing 280,000 gallons through the filter. The procedure
however, is difficult and complex and the efficiency has never been determined.

3) Hygienic Laboratory Method (7) - Hausler and coworkers developed a
sampling and concentration procedure based on the MiniCapsule filter available
from Gelman. This filter is an acrylic copolymer pleated membrane which is pre-
sterilized by the manufacturer. Standard thread hose connections are used with
a water meter connected downstream of the filter. Those authors conducted
preliminary tests of the system by passing 100 gallon samples through the
filters while incrementally introducing a cyst suspension such that the maximum
concentration of cysts presented to the filter was 15 cysts per gallon.
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Processing of the filter requires sawing open the capsule, removal and cutting
of the filter to allow it to be flattened in a pan, and washing the filter with
distilled water. The cysts were then concentrated by centrifugqtion. The system
appears to have the advantages of the EPA and CDC methods in that relatively
large samples (>100 gal) can be processed. Also the processing in the
laboratory is simpler and seems to be better suited to routine use. However,
processing is still somewhat complex and lengthy and the efficiency of the
method has not been quantified.

4) Membrane Filtration Method (8) - Membrane filtration has been used
unsuccessfully in the past (9,10) to attempt to identify cysts in water
supplies suspected to be contaminated. The method as developed at that time
however did not allow processing of large samples (>10 liters) and the
efficiency of recovery had not been determined. More recently however, Wallis
and Buchanan-Mappin (8) reported the use of 5 um Nucleopore membranes (110mm in
diameter) to concentrate and detect cysts in untreated stream water which had
been seeded with Giardia cysts in known amounts. After filtration the membrane
was rinsed with small amounts of water (total = 80 ml). The cysts were then
concentrated further by centrifugation and detected by microscopic examination.
Using this method samples of 100-200 liters (25-50 gal) were processed. Cyst
recovery in different trials indicated that the mean recovery was 71% with a
range of 58-84% at optimum pressure. The lower limit of detection appeared to
be a concentration of 0.5 cysts per liter if a 100 liter sample was processed.
The infective dose of Giardia has been shown to be at least 10 cysts‘(11,12).
Considering the average daily consumption this detection 1imit should be
adequate to insure the safety of water supplies according to the authors. The
disadvantage to the method is the relatively small sample size which can be

processed and the unsuitability of the method for water with a high turbidity
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level. However the small sample limitation is balanced by an extremely high
efficiency of recovery. Furthermore, the processing of the filter in the
laboratory is relatively simple and does not require any equipment not usually

available in a reasonably equipped water laboratory.

IV. COMPARISON OF CURRENTLY USED DETECTION METHODS

Once water samples have been concentrated they must be accurately assessed
for the presence of Giardia cysts. Several methods are available for detecting
the presence of the cysts. Some methods are time-consuming and require highly
skilled technicians while others are rapid and rely on an objective endpoint
rather than the judgment of the technician. The choice of method may also
depend on whether qualitative (presence/absence of cysts) or quantitative
(1evel of cyst contamination) results are desired. Several of the most commonly
used methods for detection of Giardia or other similar organisms are discussed
below:

1) Phase Contrast Microscopic Examination (13,14) - The most common method
for the detection of Giardia cysts in processed fecal or water samples is
examination of stained preparations using a microscope eguipped with phase
contrast optics. After appropriate concentration procedures samples are
transferred to a microscope slide, coverslip, or hemacytometer and stained with
with dilute Lugol's Iodine. The slide is then scanned under the microscope for
the presence of objects with the correct size and shape. Since many different
objects that may be present in the sample can have the correct size and shape,
objects meeting these criteria must be closely examined for the presence of
characteristic identifying internal structures (two to four nuclei, axonemes,
and/or median bodies). This method is time consuming and fatiguing both because
of the low numbers of cysts found and because of the poor visual contrast

between the Giardia cysts and contaminants of similar size and shape. The fewer
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cysts present the longer it will take to scan enough of the sample to obtain -
accurate results. Negative samples could take as long as 20-134 hours for
examination of the entire sample. Furthermore, this method requires a highly
skilled and experienced technician to distinguish cysts from other similar
objects.

2) Immunofluorescence/Phase Contrast Microscopy (15) - Immunofluorescence
methods have been applied to the detection of aquatic microorganisms deposited
on membrane filters (16). The filter is reacted with specific antibodies
against the organism. These antibodies are coupled to a fluorescent dye. When
incident Ultraviolet irradiation is used those microorganisms bound by the
conjugated antibodies can be located by their bright green fluorescence in
contrast to a dark background. Judith Sauch developed a similar method for the
detection of Giardia cysts deposited on a membrane filter. Briefly, the sample
containing Giardia cysts is deposited on a filter, reacted with specific
antibody conjugated with a fluorescent dye and counterstained with Evans Blue.
The treated membrane is then mounted on a microscope slide and cleared by

reaction with glycerol containing propylgallate. The filter is then scanned

with a microscope equipped with epifluorescence optics. The presence of Giardia

cysts is then rapidly determined by the occurrence of organisms that flouresce
a bright green and that have the correct morphological characteristics.
Confirmation of the identity of these objects is obtained by switching to phase
contrast optics and confirming the existénce of the appropriate internal
structures. In a comparison of this method with the simple phase contrast
microscopy described above it was found that for comparable sample sizes the
combination method was 28 times faster (15). Thus, if it took 20 min to scan a
filter to find one immunofluorescent cyst it would take about 9 hours to
examine a comparable portion of the sample by phase contrast microscopy alone.

This procedure offers the advantage of being able to scan directly the filter
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used to Eoncentrate the water sample without any additional purification or
] concentration steps. The filter may be cut into appropriate size pieces,
mounted on microscope slides, cleared, and reacted with the fluorescence tagged
antibodies. The pieces may then be scanned directly for the presence of-
Giardia. The method can be complicated however, by the presence of non-specific
] fluorescence. Each fluorescent object must be scrutinized closely to determine
if it is Giardia or something else. Furthermore, although faster than simple
phase contrast microscopy it still takes some time to scan an entire filter.
Although this would not be necessary with water samples contaminated with a
k high concentration of cysts, it would be necessary for low level contamination
or for negative samples (13,14). Finally, while initial identification of

fluorescing objects with the correct morphology would require only a minimal

amount of training it is possible that confirmation by phase contrast
examination might still require the trained eye of an experienced technician.
3) Enzyme Linked Immunosorbent Assay (17) - An ELISA assay has been

developed for the detection of Giardia lamblia in fecal specimens. The basic

reaction involves coating a plastic surface with Giardia, reacting the coated
surface with specific antibodies against the organism, and subsequently
reacting with antibodies against the immunoglobulin type represented by the
anti-Giardia antibodies. This second antibody is conjugated to an enzyme such
[ ] as alkaline phosphatase whose presence can then be measured by a simple and
sensitive colorimetric assay. The basis for the assay lies in the presence or
absence of Giardia in the original sample. If the organism is present then the
specific antibody and subsequently the enzyme conjugated antibody will remain
in the tube and their presence will be indicated by a positive colorimetric
reaction. If the organism is not present in the sémple then the specfic

< antibody and subsequently the conjugated antibody would be washed out of the
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tube during the procedure and no colorimetric reaction would take place.
Quantitative analysis of the procedure currently in use indicated that as few
as 12 cysts could be detected. However, considering the small sample size that
can be used in the procedure this actually represented a fairly high
concentration of Giardia. It should be possible to develop a similar procedure
for the analysis of concentrated water samples although certain steps would
have to be taken to increase the sensitivity of the assay. The authors (17)
used Giardia trophozoites as their antigen for the preparation of the specific
antisera. Increased sensitivity might be obtained if cysts were used instead
since this is the form of the organism to be detected in water samples.
Additional steps can also be taken to increase the sensitivity and to increase
the sample size that can be assayed. The major advantages to this procedure are
that multiple samples can be processed simultaneously in a relatively short
time and that quantitative results are obtained using a completely objective
endpoint. Furthermore, no subjective judgment on the part of the laboratory
personnel is required. The major disadvantage may lie in the small sample size
which can be processed. It is not yet known if this will be a problem even for

concentrated water samples.

V. DEVELOPMENT AND FIELD TESTING OF A CONCENTRATION METHOD

Of the concentration methods described in Section 1II the membrane
filtration method was chosen for initial testing. Two major reasons for this
choice were the ease of processing using this method and the high published
recovery rates for the use of this method. Initial experiments involved seeding
water samples with known quantities of Giardia cysts, pushing them through the
filter, recovering them by washing the filter and concentrating them by
sedimentation. Identification of the cysts and quantification of the recovéry

was done by counting wet mounted samples of known volume which had been stained
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with dilute Lugol's lodine. Cysts were identified by phase contrast microscopy
since no other method is as yet available. In addition, the turbidity of the
various water samples was measured in a nephelometer and the content of organic
material was measured by determination of the chemical oxygen demand (COD). The
maximum sample size which can be processed by this or similar methods has been
demonstrated to correlate with turbidity (Wallis, personal communication) or
COD (Binovi, personal communication). Therefore, these parameters are being
measured in my experiments in order to more fully define the limits of
application of this method of cyst concentration.

Recoveries were tested using two different filters. One had a nominal pore
size of 3 um. In several experiments I obtained recoveries which ranged from 14
to 50% for Giardia cysts (8 x 16 um) and for smaller cysts of unknown origin
(5 um dia.) which were also present in the preparations. None of the larger
(Giardia) cysts were observed in the material which passed through the filter
while 32% of the smaller cysts did pass through. This would suggest that the
unrecovered Giardia cysts were either trapped on the filter or did not sediment
after elution from the filter. Recommendations are made below to increase the
recovery of these cysts. Alternatively, cysts might be damaged during the
filtration process such that they are no longer recognizable. When a filter
with a slightly larger pore size (5 um) was used, recovery of the Giardia cysts
was reduced to < 17% and recovery of the smaller cysts was reduced to <6%.
Furthermore, 43% of the Giardia cysts and 91% of the small cysts passed through
the filter and were detected in the filtrate. When turbid water was used as the
sample it was found that the 5 um filters could process slightly larger volumes
of sample than could the 3 um filter. However, the increase in volume did not
completely compensate for the lowered recovery efficiency. These results are
preliminary and need further investigation before firm recommendations are made

but it would appear that the 3 um filter would be the best one to use, giving
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the optimum compromise between between the maximum sample size which can be
processed and the efficiency of recovery of Giardia cysts.

Near the end of the summer period one field trial of the concentration
procedure was attempted at Makah AFS, WA. The water supply was a small
reservoir fed by surface run-off. Furthermore, the area has much indigenous
wildlife including a beaver population. Thus, conditions are conducive to the
presence of Giardia although no outbreaks of giardiasis have been reported. This
trial demonstrated the ease with which the apparatus can be shipped and set-up
to process samples. Preliminary examination revealed several protozoa with the
same approximate size and shape as Giardia. However, concrete identification
Qas not possible without further testing. These results, although preliminary
only serve to support the need for an objective identification procedure not
strictly relying on the discriminatory skills of the technician. Finally,
additional field trials should be attempted at sites where giardiasis has been
diagnosed and where the water supply has been implicated on the basis of
epidemiological data in order to fully validate the procedure.

VI. DEVELOPMENT OF A RAPID AND SENSITIVE ASSAY PROCEDURE FOR THE DETECTION OF
STS TN CONCENTRATED WATER SAMPLES.

It is clear from the discussion in Section IV that rapid sensitive assay
procedures for the detection of Giardia will involve some type of immunoassay.
It is not clear however, which of the two assays discussed, immunofluorescence-
phase contrast microscopy (IFPC) or Enzyme Linked Immunosorbent Assay (ELISA),
will be the best. It may even be found that both assays may be desirable and
that specific circumstances may dictate the choice of assay to be used in a
specific situation. In either case the first step in the development of the

assay is the production of specific antibody directed against Giardia lamblia

cysts. Cysts were obtained from Dr. Frank W. Schaeffer, IIl of the the Health
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Effects Research Laboratory at the Environmental Protection Agency in
Cincinnatti, Ohio. Three New Zealand White (NZW) rabbits were bled prior to
immunization. The sera collected will be used as pre-immune control sera in
subsequent assays. Each rabbit was then injected with cysts in the thigh muscle
of the right hind leg with an emulsion containing 2.5 x 106 cysts suspended in
0.5 ml distilled water mixed with an equal volume of Freund's complete
adjuvant. One month Tater the rabbits were hyperimmunized with the same dose of
cysts in incomplete Freund's adjuvant. The rabbits are then bled 2, 4, and 6
weeks after the second injection. The sera collected are pooled and stored for
later use in the immunoassays. As can be seen from the time schedule, under
ideal conditions it would take the entire 10 week summer period to produce the
needed antisera. Development of the actual immunoassays would take considerably
longer and will be the major subject of a follow-on Mini-Grant proposal. In
fact, because of delays in obtaining the.cysts and in processing of a required
animal use proposal, the initial injection of the rabbits did not take place
until the fourth week of the project period. Consequently, there was only time
to do the pre-bleed, the initial and booster injections, and the first (2-week)
bleeding. Arrangements have been made for animal facility personnel to do the
4- and 6-week bleedings and to ship the antisera to me. If the Mini-Grant
proposal is funded I will then develop and test the immunoassay procedures.
Since it is not possible at this time to predict which of the two immunoassay
procedures discussed (IFPC or ELISA) will be most advantageous under the
circumstances normally encountered both procedures will be developed

simultaneously and evaluated for their use potential.

VII. RECOMMENDATIONS

1) Analysis of the operational limits of the membrane filter procedure

should be completed. Specifically, the maximum sample size that can be pushed
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through the filter should be determined for water samples of various measured
turbidity and COD levels. If either of these parameters can be used to predict
the maximum sample size then these tests, which can be easily and quickly
performed, should be run prior to filtration. This work has been started during
this 10 week period but additional values for these parameters and additional
replicates of samples with values already tested need to be performed.

2) Full comparisons of the two filter porosities (3 um and 5 um) should be
obtained. Maximum sample volumes and recovery efficiencies should be compared
under a variety of laboratory and field conditions so that a logical choice of
filter can be made. Additional efforts to improve recovery efficiency should
include more vigorous continuous agitation during the elution step and the use
of centrifugation during the sedimentation step.

3) As a practical consideration, it is recommended that the membrane
filtration apparatus (Gelman, $1,000) purchased for use in this project and
the peristaltic pump used to push'the sample through the filter be transferred
to the Principal Investigator if the mini-grant is funded. This will avoid
needless duplication of expenditure since the available funds are limited. The
apparatus would be returned to OEHL upon termination of the funding period.

4) The immunoassays discussed in Section VI should be developed. Either
the IFPC or the ELISA procedure should make the assay of water samples for the
presence of Giardia cysts faster, more convenient, sensitive and objective. The
need for this was strengthened by the reults of the field trial in which
organisms were found which could have been Giardia cysts but which could not be
identified unequivocally. The preparation of the antisera described in Section
VI is the first step in the development of either assay procedure. In fact, it
is my recommendation to develop both of these assays. The relative merits of
the two procedures as routine assays for the presence of Giardia or as research

tools can only be determined if both assays are available.
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State Variable Model of the Cardiovascular System

and a Controller Design for an Anti-G Suit
by
Kuldip S. Rattan

ABSTRACT

.A state-variable model of the cardiovascular system under +Gz

stress was implemented. The model (which includes simulation of the
arterial and venous systems, heart, baroreceptor control of the heart,
and venous tone, and inputs for acceleration force and externally
applied pressure) was used to study the impairment of cerebrai function
during +Gz stress. It was found that even though eye level blood
pressure decreases significantly during GZ stress, cerebral blood flow
is maintained due to a compensatory mechanism which compares favorable
with the experimental results found in the literature. This model will
be used to investigate the effectiveness of anti-G suits. Finally. a
preliminary design of a closed-loop control system for an anti-G suit
was carried out. It was found that it is possible to control both the
rise time (which is needed for the improvement of G-valve) and the
overshoot of the suit pressure. More work needs to be done both in the

simulation and design areas.
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I. Introduction

I received my Ph.D. from the University of Kentucky studying the
problem of converting existing cuontinuous control systems into digital
control systems. 1 later was a post-doctoral fellow at the University
of Kentucky in the department of Physiology and Biophysics.

The Harry G. Armstrong Aerospace Medical Research Laboratory
(AAMRL) at Wright Patterson Air Force Base has been involved in studying
the effects of high onset rate, high sustained +GZ forces, and the
development of new techniques for increasing +Gz tolerance. The primary
effect of high onset rate, high sustained +GZ aceleration force is the
pooling of blood in the lower extremeties and abdomen while blood
pressure in the head is reduced and the brain is deprived of the blood.
This results in the human going from a full clear visual field to loss
of peripheral vision, loss of central vision, complete "black-out”, and
finally loss of consciousness. In recent years, G-induced loss of
consciousness of the pilot has been implicated in several aircraft
mishaps. Pilots of aircraft, such as the F-15 and F-16, that have very
high sustained +Gz and high onset rates capabilities are more likely to
be involved in this type of mishap [8]. Tolerance to Gz forces can be
extended to some extent by applying pressure to lower vasculatures by
inflation of an anti-G suit and through straining maneuvers (M1 and L1).

Studies concerned with the effects of GZ forces and the anti-G
suits on the cardiovascular system have been mostly carried out in the
laboratory using the centrifuge, Dynamic Enviroment Simulator (DES).

Well controlled and reproducible experiments are difficult to obtain

using living subjects. Furthermore, it is difficult to obtain direct
measurements of hemodynamic variables during acceleration. Modeling
studies have produced some useful data. Cardiovascular models can be

used to predict pressure and flow at the eye and leg level and therefore
are important in evaluating techniques used to augment G tolerance.
Because of my past experience in computer simulation, I was assigned to

develop a simulation of the cardiovascular system for the laboratory.
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The AAMRL has also been involved in the development of an anti-G
valve [30]. A new concept for an anti-G valve was designed and built at
the laboratory. The valve, called the Bang-Bang Servo Valve (BBSV), was
designed to be a low cost, quick fix for the F-16 to protect its aircrew
from the unique phyéiologial hazard of high onset rate, high sustained
acceleration. The design 1is a hybridization of a conventional
inertially operated High Flow Valve (HFOV) and uses an electronically
controlled solenoid to drive the anti-G suit pressure to the maximum
level when the level of acceleration exceeds both +2Gz and the onset
rate of +2Gz/sec. After a 1.5 sec. period, the valve reverts to the
HFOV unless the trigger control is met again. The BBSV provides a 1G
improvement over the standard valve and a 0.5G improvement over the HFOV
during the period of greatest physiological vulnerability. Because the
BBSV is designed to drive the suit pressure to the maximum level if the
trigger condition is met, high suit pressure for an onset rate of
>2Gz/sec and sustained +Gz of less than 5Gz could be uncomfortable to
the pilot. BBSV basically is .an open-loop control system. Suit
pressure for lower Gz could be reduced by closing the loop. In this

study a closed-loop control strategy is proposed for an anti-G suit.

IT. Objectives of the Research Effort
The overall objective of this research is to study existing methods

of increasing +Gz tolerance to acceleration forces and to propose a
control strategy to improve the design of existing g-suits. We feel
this can be done if the effects of the +Gz forces on the cardiovascular
system and the existing methods of improving +Gz tolerance are better

understood. Our objectives were:

1) To study existing mathematical models of the cardiovascular
system under +GZ forces. Develop a computer simulation of one
of the models and study the effects of +Gz forces on the
cardiovascular responses such as eye and leg level pressures

and flows.
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2) Study the existing protective mechanism such as g-suits and
straining maneuvers and develop a computer model of the
g-suit.

3) Propose a closed-loop control strategy to improve the design
of the existing g-suit.

ITI. Mathematical Model of Cardiovascular System Under +G _Stress

The block diagram of the cardiovascular system for which the
mathematical model was developed [Chu (4)] is shown in Fig. 1. A brief
description of the model is given below:

HEART RATE

LEFT MEART
MOOEL ARTERIAL MOOEL CONTROL

LV end- LUMPED right heart LUMPED
PUL MONARY SYSTEMIC
diostolic volume MOODEL flow VENOUS BED

Fig. 1. Block diagram of the Cardiovascular System Model

3.1 Multilevel Arterial Model ‘

The arterial model as shown in Fig. 2(a) consists of 24 distinct
sections of aorta and major branches of arterial tree and is based on
the Navier-Stokes equations. The model is nonlinear and is based on the
the following assumptions: The blood is an incompressible Newtonian
fluid; arterial wall thickness is small compared to vessel diameter;
fluid flow is one dimensional; velocity profile is flat except near the
vessel wall; wall stress-strain relationship in the physiological range
is linear; wall motion in the radial direction is small and proportional

to instantaneous volume stored in the elements.

The properties of each arterial segment are represented by circuit




elements shown 1in Fig. 2. The formulas to compute resistance,

inductance and compliance are given by

Rln = SpAzn/Sﬂrn Ln = QpAzn/‘hrrn
— a —-—
C =3mr Az /2Y h R2n = .002/C

where

L and Azn = radius and length of nth arterial segment.

M and p = blood viscosity and density.
Yn ahd hn = Young's modulus and wall thickness of the
nth arterial segment

Fig. 2 Multielement Arterial Model

3.2 Lumped Systemic and Pulmonary Model
The lumped systemic and pulmonary model shown in the block diagram

of Fig. 1 is given in the circuit form in Fig. 3
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Fig. 3 Circuit Diagram of the Lumped Systemic and Pulmonary Model

QAo = Average flow generated by the multielement model
PG = Voltage source due to hydrostatic pressure (Lumped

Systemic Model is assumed to be separated by a

vertical distance of 1.3 cm from heart (Green & Miller [13])
VO = Left ventricular end diastolic volume

Total blood volume - volume stored in CS - volume

stored in C .
?

As Gz acceleratinon increases, blood is pooled in the systemic
venous compliance Cs and thus reduces the venous flow, Qs. through the
systemic venous resistance Rs. Therefore, Vo is calculated after every

beat to adjust for the pooling of blood in Cs'

3.3 Left Ventricular and Coronary Model
* R [= | ;KAII

— +* _J
G, ® /Z’_Vo R, Reoa = Cen

o35 R, r

Fig. 4 Circuit Diagram for Left Ventricular and Coronary Model

t
PLV = e(t) Vo ~ Jb(z)dz (3.3.1)
0

where e(t) represents the variation of left ventricular compliance

CLv(t) during systole (Suga and Sagawa [27]) and is shown in Fig. 5
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1.0

.S 1.0 1.3
aoraslized tize

Fig. 5 Normalized e(t) curve

3.4 Reflex Compensation

The main response of the body to circulatory stress is the
alteration of the heart rate and the change of vascular tone. These
reflex compensations are attributed to the baroreceptors response to
arterial blood pressure in the carotid sinus and aortic arch. Since the
blood pressure in the aortic arch remains essentially constant, most of
the stimuli responsible for the reflex compensation arise in the aortic
sinus (Howard [15]).
3.4.1. Venous Tone Control: )

The venous tone control followed a method developed by Green and
Miller [13] and is shown in the block diagram form in Fig. 6

]

Cos?
- +
Fan® v
Can” o K, _— | Kg I
v Css F~-
*
FGAM
T~ AVG, CARDIOYASCULAR Ty
"fﬁ s MODEL
PRESSURE

Fig. 6 Block diagram of Venous Tone Control

-
In Fig. 6, Pcar and C:s are the average carotid pressure and steady-

state systemic compliance under no Gz stress.

3.4.2. Heart Rate Control:

The heart rate control follows a method developed by Katona [18]
and modified by Snyder [26] and is shown in the block diagram form in
Fig.7
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WATE )

[ l MODVLLARY Fe HEART
“r  learons CEPT Fs__leaspovascuar RATE
FIRING

RATE

e(s)

CARDIOVASCULAR ModEL

Fig. 7 Block diagram of Heart Rate Control

The baroreceptors are modelled as shown in Fig. 8

AVEAAGE p—
Pean OvaR Pear

PasT

Cye\g
+ Fa.
S

*
% «

Fig. 8 Block diagram of the baroreceptors control

The efferent firing rate fol :ws the afferent firing with a certain time

constant as shown in Fig. 9

Fa R+ Ry RS € Fe
Rg_ '

R|< Rl

Fig. 9 Circuit diagram of efferent firing

If Fa > Fe, capacitor C charges through resistors R1 and R2 and Fe

is given by

Fe((HB+)) = Fe(HB) + (Fa(HB) - Fe(HB))e %77

where HP is the heart period and T, = (Rlec)/(Rl+R2).
If Fa < Fe, capacitor C discharges through resistor R2 and Fe is

given by

-HP/T

Fe((HB+)) = e 2

where Ty = R2C.
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The value of Fe((HB+)) then determines the variation of the left

ventricular compliance e(t) for the next cycle. This is done by
determining the periods of systole (Ts) and diastole (Td) as follows
1
T4 = “RFe((IB*))7B , T, = .11+ .099 Td (3.4.1)

IV. State-Space Description of the Multielement Arterial Model
State-space description of the multielement arterial model shown in

Fig. 2 was obtained by considering each of the 24 distinct elements. In
this report, because of the page limitations, only the special cases of
the model are described and the model is written in the matrix form.
The state variables considered are
xAnl - current through the inductor of segment A (flow through
segment n)
xAn2 - voltage across capacitor of segment A (1/Cn X volume of
blood in element n)
XBn - voltage across capacitor of segment B

4.1 Segment A2

R RI2 _.L* A Al 23 o ™ seqmenr
LEFT XA * 2R A3
HEART xata i <

= SEGMENT A2

Fig. 10 Circuit Diagram of Segment A2 of Multielement Arterial Model

State and output equations of the segment A2 given in Fig. 10 are

derived as

xA21 All Al2 AI3 . B11 B12] [P1
A2 0 o0 PG2

= [R22 1 - R22] X,,

where All:—(R1 + R 2)/L2 Al12=-1/12, Al13=R22/12, A21=1/C2=-A22,

B11=B12=1/12 and X,,=[X, 51 -X,00-X,3,] -

E§<
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4.2 Segment A3

TO SEGMENT
Al7
X171
L3 XAq}
- & -
P To SEEMENT
R e W :Eu; a4
SEQManT
A2 Xn:a. Y
- SEGUMENT A3 ~

Fig. 11 Circuit Diagram of Segment A3

X A31 A32 A33 A34 A35 A327 B33
PG3
A3 0 A4S A427

=[0 O R23 1 -R23 —R23] XA3
where

A31=R22/13, A32=1/L3, A33=—(R22 + R13 + R23)/13,A34=-1/L3, A35=A327

=R23/L3, A43=1/C3=-A45=A427 and X,,=[X

A21 %422 X531 Xp30- X

A31°7A32°TA41° A171 ]

TO SEGMENT AIlB
/éoro SEGMENT AS

4.3 Segment A4:

Re L P9 L e
O - ¢ YWWA VWA
) RB12 R&22
XAAl —_
XQ; _}_Cz ’“
wu} (4
SeEMENT A4 SEGMENT 82

Fig. 12 Circuit Diagram of Segments A4 and B2

iA41 AS3 A54 AS5 A56 AS57 A527 A529 A544 B54 O PG4

XA42 = 0 O A65 A66 A67 O A629 A644 XA4 + |0 0

iB2 O O A445 A446 A447 O  A4429 A4444 0 B44v2|[PV2
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where  AS53=R23/L4,  A54=1/L4=B54, F1=L4(RBI12 + R24), F2=-R24RB12,

=-R14/1L4-F2/F1-A53, A56=-RB12/F1, AS57=F2/F1, A527=-A53, A520=A527,
A544=-R24/F1, F2=C4(RB12+R24),A65=-R24/F2+(1/C4), A66=-1/F2, A67=R24/F1,
A620=A67, A644=A65/RB12, F3=CB2(RB12+R24), A445=R24/F3, A447=1/F3,
A447=-A445=A4429, A4444=(A445-(1/CB2))/RB12-1/RB22CB2, B44V2=1/RB22CB2,

and X _[X

A31'Xa32°X Xps1 X

r41-¥aa2- %451 Xa171-¥arg1¥pol -
4.4 State Variable Model

State-space representation of the other segment of the arterial
segments can be obtained in a similar manner. Combining all the
equations, the state-space model of the multielement arterial tree can

be written in the matrix form as

X = Ax + Bu
Y = Cx + Du
where
T
x = Xpoy Xpoo - - - Xaoq1 Xpoqo Xp1 - - - g7l
u = [Pl G]T

Because of the page limitations, A, B, C and D matrices are not

given in this report, but can be obtained from the author.

V. Complete Simulation of the Model and Results under +G stress

The state-variable model described in sections 3 and 4 was
programmed on the VAX 750 computer using SYSTEM-BUILD of the MATRIXx
computer aided package. The programming and the simulation results are
given in Mr. S. Aziz’s final report. These results show the pressures
at left ventricular (LVP), aortic root (AOP), leg (LP) and eye level
(EAP). The LVP, AOP, and EAP drop initally, then gradually return
toward the control values. An overshoot appears when the Gz stress is
removed. This is followed by a gradual return to pre-G values.
However, LP does not follow this trend and has a higher pressure during
+GZ stess. This is because it is Jocated below the heart level and
experiences a postive hydrostatic pressure in addition to the blood

pressure transmitted from the heart. It should be noted that although
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initally, the systolic EAP pressure drops to a negative value, it
reaches a value greater than 20mm Hg later. This result indicates that
human subjects can recover central vision after a period of blackout or

even unconsciousness.

VI. Methods of Increasing +GL Tolerance

The limiting factor in the cardiovascular system, from the
viewpoint of +Gz stress, is the reduction of eye level blood pressure
and subsequent loss of vision. The pressure gradient changes caused by
the Gz loading and blood pooling are, of course, the major contributing
factors which reduce the pressure available at the eye and in more
severe cases at the brain. Since World War II, many possible methods of
raising the tolerance of pilots to acceleration including G-suit have
been investigated. A block diagram of the cardiovascular system with

the G-suit system is shown in Fig. 13

+G, CARDIOVASCULAR BYS LEVEL
MODEL PRESSURE
G- sur
SYSTEM Fv,

Fig. 13 Cardiovascular System with G-suit Protection

The protective G suit garment contains airtight bladders which are
filled with pressurized air delivered from a G sensitive mechanical
valve. The pressure delivered by the valve is a function of the current
G level. The normal suit pressure G relationship curve is shown in Fig.
14.

The air bladders, the suit air feed hose, and the containing
garment represents a dead space which introduces a time delay into the

pressure system. The delayed suit filling is caused by both a transport

delay and first order lag. The transport time 1is caused by the
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connecting air feedline from valve to suit and is on the order of 5
msec. The bladder size and garment tightness govern the lag term which

has a time constant on the order of 1 sec. These relationships can be
shown in Fig. 15.

Acceleration Force “G"

T
[
o
o~

350
400 1
450 1
500 1

T
(=)
Q
L

100 1
150 4
250 1

Outlet Pressure mm Hg

Fig. 14 Standard Pressure Suit-Valve Fill Schedule

G(t)

Feed

Pressure
—— Suit
Line in Suit Hose Bladder
G(t)
- K
— P '// e Ts ‘ 3 >
I [4 1+ b3 H Suit
Pressure
Feed
Pressure

Fig. 15 Simplified G suit Pressure System Characteristic

.1 G-suit with Bang-Bang Servo {BBSV) Anti-G Valve

The BBSV valve [Van Patten, et al.] is a modified version of the
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high flow (HFO) G-valve. The modification to the valve consists of a
new top housing containing an aerospace quality solenoid and associated
bang-bang servo electronics. At +Gz level below +2 Gz and at onset
rates of less than 2G/sec.. the valve acts as a HFO, Alar Corp. valve.
This feature allows standard maneuvers without involving the rapid
acting high G protection mode of the valve. Fig. 16 shows the block
diagram of the modification circuit of the BBSV valve.

In high onset G maneuvering (onset rates > 2 G/sec.). the valve's
high onset rate protection mode is activated when both trigger criteria,
+Gz greater than +2 and rate of onset greater than 2 G/sec , are met.
When the two trigger criteria are met, the electronic circuit fires the
solenoid for a period of 1.5 sec. After the suit filis to full

pressure, the valve reverts to the standard inertial mode of operation.

BRIDGE ¢ SOLENOID
AMP |+ DIFFERENTIATOR }—w{ COMPARATOR }—+| TIMER |—={ DRIVER }—= TO SOL
M (4} 3) (4) 4

Fig. 16 Block diagram of BBSV Electronic Circuit

Fig. 17 shows the pressure profiles of the HFO and BBS valves for
different sustained G, levels with an onset rate of 3 G/sec. It can be
seen from this figure that the BBSV has a very small rise time and
possibly provides an additional 1 Gz protection to relaged subjects (Van
Patten, et al. [30]) during the period of greatest physiology
vulnerability. Fig. 17 also shows that BBSV has a very large overshoot
in pressure which could be uncomfortable to pilots for low sustained Gz
levels. It is well know that analog differentiators are susceptable to
noise and should be avioded. Even though Van Patten, et al. [30]
claimed to have solved this problem with a novel comparator circuit,

noise could still be a potential problem.

VII. Proposed Closed-Loop Servo Anti-G Valve
The block diagram of the proposed closed-loop control system for
the anti-G valve is shown in Fig. 18
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Fig. 17 Pressure Profiles of HFO and BBS valves for
Different Sustained Gz Levels

+ G Ko + K Suk Pessume P
Ra Kp+ = S+ —
2 Gompensator 1 Valne and Sudk Blasden
.KP;"' KISZ %

Fig. 18 Block diagram of the closed-loop servo Anti-G valve

The compensators 1 and 2 are designed to satisfy the following

specifications:
1. Steady-state value of the suit pressure to unit step G
input = 1.8.

2. Rise time to be as small as possible.

The transfer function of the suit pressure P to the acceleration

input G can be written from Fig. 18 as
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p(s)  _ K¥py(s+kp 7Kp)) -
G(s) ~ s“+(KKpy+1)s+KK o (7.1)

Applying final value theorem to eqn. (6.1), we get

KK, .s(s+K )
Lt sP(s) = Lt szm‘;‘( +1)g$” lo1s (7.2)
520 g0 5 *(KKpy I2
"+ Ky /Ky = 1.8 (7.3)

Selecting KII/KP1>1' the root-locus plot of the open loop system
shown in Fig. 18 can be drawn as shown in Fig. 19

Fig. 19 Root-Locus Plot of the Open-Loop System shown in Fig. 18

Selecting { = 0.707 and bn = 3 rad/sec, the controller coefficients
are obtained as

K,,=1.8, K12=1. K=9, KP2=.362 and K l=1.11 (7.4)

11 P

The transfe: function of the closed-loop system given in eqn. (7.1)
with coefficient given by eqn. (7.4) can now be written as

P(s) _ _10s+16.2
Q(s) = s°+4.242s+9

(7.5)

Using the transfer function given by eqn. (7.5) and the G-profile
shown in Fig. 20, the suit pressure is obtained as shown in Fig. 20.
Suit pressure of HFO and BBS valves are also shown in Fig. 20. It can
be seen from this figure that the rise time of the proposed system
compares favorably to BBSV, but the overshoot is much smaller. Also

note that no differentiator is used to obtain a faster pressure profile.
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Applying final value theorem to eqn. (6.1), we get
KK,,s(s+K;,7K.)
_ P1 11" P17 1 _
o . KII/KI2 = 1.8 (7.3)
Selecting KII/KP1>1' the root-locus plot of the open loop system

shown in Fig. 18 can be drawn as shown in Fig. 19

Fig. 19 Root-Locus Plot of the Open-Loop System shown in Fig. 18

Selecting { = 0.707 and © = 3 rad/sec, the controller coefficients
are obtained as

K 1=1.8. K

I =1, K=9, K

=.362 and K;.=1.11 (7.4)

12 P2 P1

The transfer function of the closed-loop system given in eqn. (7.1)
with coefficient given by eqn. (7.4) can now be written as

P(s) 10s+16.2

Q(s) = 52+4.2425+9 (7.5)

Using the transfer function given by eqn. (7.5) and the G-profile
shown in Fig. 20, the suit pressure is obtained as shown in Fig. 20.
Suit pressure of HFO and BBS valves are also shown in Fig. 20. It can
be seen from this figure that the rise time of the proposed system
compares favorably to BBSV, but the overshoot is much smaller. Also

note that no differentiator is used to obtain a faster pressure profile.
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Fig. 20 Suit Pressure Profiles for HFOV, BBSV
and the Proposed Closed-Loop System

VIII1. Recommendation for Future Work

1. The computer simulation of the cardiovascular system we have
developed takes approximately 24 hours of CPU time for the
G-profile shown below

s ) S . s |
TIME IN SECS

In order to effectively use this simulation, it is important that the

simulation be speeded up. A new version of MATRIXX released recently

has an option called HYPER-BUILD. Our initial study indicates that this
option may speed up our simulation by a factor of approximately 10.

2. Present computer simulation assumes all the resistances,

inductances, and capacitances of the arterial tree to be

fixed. This simulation should be modified to include the

nonlinear effects of these variables.
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3. Modify. the cardiovascular model and computer simulation to
include G-suits and study their effects.

4. The present cardiovascular model assumes the leg as a
peripheral element B. To study the effects of sequential
G-suit, the multielement arterial tree should be modified to
include the thigh and calf parts of the leg.

5. The lumped venous model needs to be replaced by a multielement
model in order to get more accurate blood distribution under
acceleration stress or external applied force.

6. To study the effects of various maneuvers, such as M1, L1, the
model needs to include external pressure sources around the
thoracic area.

7. Study the technique of pulsating G-suit synchronized with the
heart. .

8. Obtain a multivariable transfer function model using the
state-space representation of the multielement arterial tree.

S. The proposed closed-loop servo controller designed is just a
preliminary design. Time-domain and frequency-domain
techniques should be used to design an optimal controller.
Effort should be made to design a multivariable control system

which should include eye level pressure and heart rate as

inputs.
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e A COMPARISON OF TWO MATHEMATICAL SYSTEMS FOR A STANDARD

IMAGE ALGEBRA

by

] Barbara S. Rice

ABSTRACT
. Advances in image sensor technology have provided large
p amounts of data for image processing. There are many
“ techniques, but at this time there is not a unified method

for image processing. The Air Force Armament Laboratory,
Eglin AFB, Florida, wishes to obtain a standard for
expressing image transformation algorithms. Two efforts,
FO 8635-84-C-0296 of the Singer/Kearfott Division and

FO 8635-84-C-0295 of the University of Florida, have been
made in developing an Image Algebra.

The Singer effort defines basic operations which can be
interpreted as certain manipulations of gray level
functions. Special image processing techniques are effected
through appropriate combinations of the basic operations.

The Florida group uses the template structure and
defines operations on images and on templates. Specific
image processing techniques are effected by utilizing
appropriate temé]ates and operators. Template
representation and decomposition results are important.

This report provides a comparison of the two systems.
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I. INTRODUCTION

Barbara S. Rice received her Ph. D. in mathematics from
the University of Virginia in the area of analysis
(stochastic integration). She was a member of the graduate
faculty at Florida Institute of Technology prior to her
present position of Associate Professor at Alabama A&M
University.

This project is a study of two mathematical approaches
in the development of an algebra for image processing
algorithms. Advances in technology have improved the
capabilities of imaging systems; this is particularly true
for high quality infrared detectors. There is a need for
fast, accurate processing of data recorded by sensors; and a
desire to transfer image processing operations to an
automatic machine system. Present image processing programs
are lengthy and specific [ 4 ]. It is difficult to transfer
one program to meet other needs.

In the general setting for image processing, a gray
value (intensity) is recorded by a sensor for each pixel in
an array. Due to physical and statistical constraints which

lead to noise , blurring, and distortion, image processing

113-3




is needed for interpretation of the data. o
The formulation of an image algebra is an effort to

provide answers to these questions:

1. Is it possible to isolate a set of operators on gray

level functions, so that image processing techniques could

be described as operations on images?

2. Is it possible to machine encode the operators, so that ®
an image processing transformation could be effected by

specifying an algebraic expression of operators and ]
operands?

3. Is it possible to create a system in which the choice of

algorithmic process is selected by automated reasoning

methods? ®
I1. OBJECTIVES {
At this time the Armaments Laboratory, Eglin AFB,

Florida, has interest in obtaining a standard image

processing algebra. Ongoing research is being conducted by

two groups: the University of Florida, G. X. Ritter, ¢

principal investigator; and Singer/Kearfott Division , L. R.

Giardina, principal investigator. Each group has proceeded

independently to define and develop an image algebra [ 2, 7,

8 ]. )
As a Universal Energy System Summer Faculty Research o
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Program Fellow, my project has been part of this effort. My
goals are these:

1. To compare and contrast the Florida and Singer algebras,
and to determine whether any incorporation can be made of
one within the other.

2. To note any points for clarification within each effort.
3. To investigate the versatility and applicability of
image algebra software.

Section III of this report provides a background for
the development of an image algebra; the Singer and Florida
efforts are outlined in Sections IV and V, respectively;
applications in each algebra are provided in Section VI; and
recommendations arising from the comparison of the efforts

are made in Section VII.

ITI. BACKGROUND

There is a need for an efficient uniform language for
image processing transformations. The use of masks in basic
transformations underscores the local nature of certain
portions of image processing: the gray values at immediate
neighbors of a pixel are important in considerations of the
gray value at a point, The work of Serra in the
morphological operations [ 9 ] also directs attention to a

neighborhood structure. An earlier effort by Miller [ 5 ]
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developed a Neighborhood Transform Algebra (NTA) for Logical
(Boolean) Neighborhood Transforms,

The Florida and Singer efforts have assembled a
collection of image processing techniques. From this they
have defined basic operations, so that a large collection of
image processing techniques could be expressed through the
basic operations. This leads to a need to establish
computational relationships and properties within the
algebra of operators. There is a desire to find a machine
implemented computational system for the algebra to make

image algebra operations available as keyboard operations.

IV. THE SINGER ALGEBRA

The Singer group has defined ten basic operators which
are described fully [ 2, pp. 46-67 ].

Four of the operations (addition ® , muliplicationQ®,
maximum®@, and division @ ) are binary operations and
produce a resultant image. For these, the indicated
operation is produced from the corresponding pixel by pixel
operation, suitably modified for pixels outside the common
domain. Three operators (translation T , rotation N, and
reflection D) are unary, taking an image into an image. The
domain extractor K assigns to each image its domain; the

parameter extractor G assigns to an image the gray value at
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a particular pixel; and the existential operator E defines
an image with constant gray value on a specified domain,

These operators provide a mechanical system for
working with image processing data (gray value functions on
a collection of pixels). The investigators have found that
all strictly digital algorithms studied to date have an
expression in terms of these operators. There is a larger
collection of macro-operators [ 2, pp. 68-99 ] to facilitate
particular image processing transformations. Each of these
macros has a representation in the basic operators. With
machine implementation, a user could input a gray level
function, choose an appropriate finite sequence of
processing operations, and output a processed image. For
long range planning, artificial intelligence techniques
could determine the most effective processing algorithm for
the situation. In this description, the gray value f(i,j)
corresponds to the pixel with horizontal - vertical 10catiop
(i,J) with reference to a designated (0,0) pixel. The
resultant image under transformation may have a domain
different from that of the original image.

Macro expressions for the sine, cosine, and
exponential are considered. Infinite powers series
expressions are undefined, due to the lack of a limit
process in the image algebra. Consequently, the Singer

group considers only the specific truncations such as

113-7




n

exp(f,n) = uig ak £ (1)
using the coefficients from the powers series expansion of
the real expontial, for images with gray values f(i,j) in
the radius of convergence of the series.

For images on a rectangular domain, there are macros
in the algebra to effect matrix multiplication and
inversion. The processes are described in the algebra. The
discrete picture transform P*f*Q is translafed into the
image algebra, for f a rectangular image, and matrices P and
Q of appropriate size. One question arises: is it possible
to utilize known computational processes for matrices to
identify image algebra results?

Though computation of a convolution in the image
algebra is demonstrated by example, there appears to be an
omission in the definition of the convolution [ 2, p. 98 ].

Further classification and characterization of the
operators is given, and subalgebras of the image algebra are
noted. There is also a definition of domain induced and
range induced operators, with a properfy of commutativity

for such operators.

V. THE UNIVERSITY OF FLORIDA ALGEBRA

The University of Florida group designates an image by

its domain and gray value function, A = {(x,a(x)):xeX}.
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L they have used the template to develop this image algebra.
In this framework, to each pixel x in the domain, there is
associated a collection of pixels 7'(x) (the neighborhood
configqration), and a weight function t,. The function t’(z)
assigns weights to pixels in the configuration, and has
value zero for pixels not in the configuration.

] Example: The Moore neighborhood could be used as
configuration 7T7(x), and weights t_(z) as noted in Figure

1, with the location x noted by hatch marks.

Figure 1: 5 5 5
y/
-3 0 /-3
® -3 -3 {-3

A template T is a collection of weight functions, each with
its corresponding configuration; T = {t ,T(x): for x in X}.
A generalization of this definition was made in [ 8 ]. The
set of images on X is Jy. The collection of all templates

on X is TX' The operands in the algebra are images on X and

* templates on X, - Scalars as operands are handled though the
use of constant images. Rectangular images are indexed by
row and column of pixel location.

For images in Jx, the binary operations are
(pointwise) addition, A+B; multipiication, A*B; and the
° supremem, Av B; together with the dot product AeB. There are
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also image-template binary operations A®@ T, AT, and AMAT.
In particular,

(A® T)(x) = ‘j‘_;wa(ﬂ t, (y) (2)
so for each x, A@T produces the dot product of A with the
image {(y,%(y)):ng}. The operators A@ T and AT T arise
from the kinds of computations used in morphology. Finally,
there are template-template operators, S® T, S&T, and
S8 T; and S+T, S*T, and SvT. Explicit image algebra
expressions are provided for a collection of image
processing techniques. The problem is to find the image
algebra expression and the templates involved in a
particular transformation. A second problem is to find a
template decomposition to yield an efficient and optimal
method of performing the operations.

Example: H, V, and M are the templates of Figure 2.

Figure 2: H = 1'1/1 1 1/1 1
ve 1wl 11
1 1|1 |1
0 0 0 0 0 1 3 4 3 1
01 2 1 0 3 8 11 8 3
Then for A= 0 2 3 2 0 and B= 4 10 15 11 4
01 2 1 0 3 8 11 8 3
0 0 0 0 0 1 3 4 3 1
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we have ( A@H )@V =A®M=28, and it becomes clear
that the computation ( A®H ) ®V is more efficient.

Lexicographic ordering is used to write an nxm
rectangular image as an nxm vector. Since a template is a
collection of images, with each weight function t being a
gray level function, a second lexicographic ordering, on
index x, provides a representation of the template as a
matrix. Boundary pixels require special treatment in the
computational framework. Often the neighborhood
configqurations and weights are given by a common mask. These
considerations can be handled with the use of circulant
templates; the templates can be identified with circulant
matrices, which have a fairly rich development [ 1, 3 ].

In following the development of this image algebra,
shifts have occurred. This is to be expected. However,
certain portions of the theory seem fairly inaccessible. At
this time the image algebra is presented in an intricate
notational setting. It is hard to separate background
material from the particular adaptations for the image
algebra. There are few motivational examples, and the range
in complexity of examples is limited. In particular, the
result that the Fourier transform can be computed locally
would benefit from further illustration. It would be

helpful to have a more expository development of the theory.
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VI. AN APPLICATION

The earlier Neighborhood Transform Algebra techniques
were applied to the Hamadani FLIR algorithm [ 4 ]. The
image enhancement, edge detection, and thresholding
processes of that algorithm, though local transforms, could
not be handled within that structure. These transformations
have an expression in both the Singer and Florida image
algebras.

The notational symbols are those used in the Florida
algebra [ 7 ] and those of the Singer algebra [ 2 ],

respectively.

Image and edge enhancements:

Both transformations of the Hamadani algorithm can be
handled by the assignment of appropriate weights to pixels
in the Moore neighborhood of a point. To be specific, we
use the Kirsch operator:

7
max( 1, T&} 5(a¢+ a,, *a

ey ) - 3(as v . o L 2

"4.7) )

with subscript notation modulo 8, and the neighborhood

reference system of Figure 3, for each x in domain X.

Figure 3: X4 Xy Xq
X X y X,
Xg Xq Xo
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For each i, use the mask M; at x with weight 5 at x., x,.,

and x and weight -3 at x;4y , . . . , X4, . Use template

e

T. which for each x has weight 1 at Xp 4 X

i and Xgea ;

el ?
else 0. Use template S; which for each x has weight 1 at
Xigg 0+ + o » aNd Xiuq else 0.
Florida: The enhancement is I\/L{%IA £ (5T - 35)]).

\l‘

Singer: The enhancement is &@%W‘(f,m), e SF(FM )],

Linear scaling:

The range of gray values {a(x)} on X is scaled to the
interva{ [0,1]; if M is the maximum gray value, and m is the
minimum gray value on X, the scaled function is

(a(x) - m) /(M -m), for M>m,

Florida: Let A ={(x,a(x)):xeX}. Define template T = {tyl,
with tz(x) =1; else 0. Then M =(A@T)eI, and m =(A@T)e I.
The desired scaling is

1/(M-m) [ A - ml ].
Singer: For a=a(i,j), let M =\, a(i,j) and m =Aja(i,j).
The desired scaling is

1/(M-m) [ a - E(X,m)].
Thresholding by mean and deviation:

The mean ana deviation of the set of gray values is

computed; a gray value is retained in the enhancement if it
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is greater than the sum of the mean and deviation; otherwise
the gray value 0 is assigned to that pixel.

Florida: For nxm image A, the mean & is given by

1/(mn) [Ael], where the domain is an mxn array;

the deviation v is given by [1/(mn) (A -xI)(A -yJ)]& .

The thresholded image is then A * cz#‘v(A).

Singer: For nxm image a=a({i,j), the mean is
1/(nm)2;a(i,j) and the deviation v is given by

{ 1/(nm) ﬂl(a-E(x,pJ, a-E(x,u))} . The thresholded image is

CL(a, pptv).

Two-tiered threshold:

A non-zero gray value is retained in the edge
thresholded image provided it is retained under a mean and
deviation thresholding for edge value and also under a
separate mean and deviation thresholding for intensity;
otherwise value zero is assigned at that pixel.

Florida: Where A is the mean and deviation thresholded edge
image, and B is the mean and deviaticn thresholded intensity
image, then c,,(B) is the binary image with gray value 1
where B is non-zero. The desired image is A * c,,(B).
Singer: If a=a(i,j) is the mean-deviation thresholded edge
image, and b=b(i,j) is the mean and deviation thresholded
intensity image, then the binary image which is non-zero

[
only where b is non-zero is given by €7a(b). The desired
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image is aoJa(b).

While these straightforward examples indicate a
similarity of expression, there are differences. Though
computations in the Singer algebra are very direct, the

template of the Florida algebra is a powerful tool.

VII. RECOMMENDATIONS

Present image processing procedures require many
computations involving data recorded pixel-by-pixel. The
image algebra is an attempt to define computations at the
image level.

The University of Florida algebra utilizes operations
on images and templates, which are collections of weighting
images. The operations are basic and few in number.
Procedures are effected through appropriate operations and
templates. Machine implementation of the operations is
optimized through template decomposition.

The Singer algebra operations provide for the
mechanics of manipulation, and are rooted in a geometrical
and computational background. Processing procedures are
effected through the macro operators, which are finite
sequences of basic operations. The goal is machine

implementation of the operators and macro operators on
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images.
The following suggestions are made to promote the

development and utility of these algebras.

Florida:

1.There is a need for a document in which the intuitive and
motivational aspects of the algebra are developed. Present
documents present the Florida algebra in a highly abstracted
setting.

2. There is a need to highlight special processes which are
used frequently and which yield direct implementation in the
image algebra. Examples similar to those in the Quick-
Turnaround of [ 8 ] should be accompanied by text to

provide linkage between the theory and practice of the
algebra.

3. Since the identification and optimal decomposition of
templates is a central consideration in this algebra,
attention should be given to the choice of templates in

applications.

Singer:

1. There is a need for a more efficient description of the
convolution and the matrix macros of the algebra.

2. There is a need to highlight special processes which

yield direct implementation, and provide computer software
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to demonstrate theseexamples.

3. There is a need to proceed t~ machine implementation of
the basic operators and the macro-operators. The basic
operators, though straightforward, lie within a many typed
algebra. This appears to offer a challenge in providing a

setting for the more intricate macros.

The approach of developing an image algebra offers
promise for achieving a standard for expression of image
processing algorithms. At present, implementation of a
processing algorithm involves a lengthy task-specific
computational program. The design of an image algebra will
provide a rigorous, efficient, and standard environment :n
which elemental operations can be combined to express any
gray level image transformation; where the theorems of the
mathematical structure provide for simplification and
optimization of algorithms; and where the notational
adaptability of the algebra to programming languages allows
substitution of image algebraic expressions for equivalent

blocks of code.
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Multi-Echelon Inventory Models for EOQ Items

by

Dan B. Rinks

ABSTRACT
Two models of the Air Force's depot-base inventory system for EOQ
(consumable) items have been constructed. The first model, a static model
of the D062 wholesale (depot) requirements system, 1is useful for studying
the effects, on the depot, of changes in depot stockage policies. The
second model is a simulation model of the multi-echelon system. The
simulation model can be used to study how changes in stockage policies at
one level affect the stockage policies at the other level. Preliminary

results from analyses using these models are reported.

11441




Acknowledgements

I am grateful to the Air Force Office of Scientific Research for the
sponsorship of this research. The Air Force Logistics Management Center
provided an excellent environment to conduct the modelling of depot-base
inventory stockage policies., The staff at AFLMC were very supportive of
the project and were generous in sharing their knowledge with me. In
particular, I would like to thank Lt. Colonel Douglas Blazer for the
guidance he provided for this research. Many times, Doug kept me from
straying in directions that would have proven unproductive., Captain Craig
Carter was a valuable collaborator in the construction of these models;
most of this research was a team effort with Craig. The assistance of
Nick éodbey and Chuck Miller in resolving programming and computer related
problems was a valuable resource. I appreciate the indulgence of the
staff when our models dominated the computer and delayed the completion of
their projects.

Finally, I would like to thank my wife, Gloria, for her willingness

to handle my domestic responsibilities while I was away for the Summer.

114-2




I. Introduction

The Air Force Logistics Management Center 1is conducting research
involving the analysis of depot-base stockage policies. How do changes in
the stockage policies at the depot affect the ability of bases to service
their customers? Conversely, how do changes in the stockage policies at the
bases affect the stockage policy at the depot?

The Air Force stock fund employs standard reorder point and economic
order quantity (EOQ) methods for inventory management as specified in
Department of Defense Instructions 4140.39 and 4140.45, Policies,
procedures, and models to be used for secondary-item management at the
wholesale (depot) and the retail (base) levels are described in these
instructions. Specific instructions for computing wholesale requirements
are documenged in AFLC Regulation 57-6 (May, 1982). This latter system is
known as the EOQ Requirements System (D062).

The methodology for computing safety levels at the wholesale level in
D062 is based on Presutti and Trepp (1970). In practice, unit fill rates at
the depot, and subsequently at the bases, have been consistently lower than
that predicted by the theory. Because of this, and other reasons, the
method for computing safety levels has been changed several times by the Air
Force Logistics Center (AFLC) as they attempted to 'fine tune" D062,
Despite these efforts, unit fill rates have steadily declined over the last
several years. Changes have also been made in base stockage policies. It
is not known what effect, if any, these changes have had on unit fill
rates at the depots.

Obviously, the Air Force multi-echelon inventory system for EOQ items

is a complex system. Policy changes at the depot have not necessarily led
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to their anticipated results. Furthermore, interactions between stockage
policies at the depot and the bases are not well understood.

II. Objectives of the Research Effort

The overall objective of this research effort is to construct models
that facilitate the analysis of depot-base stockage policies for EOQ
items. This work is divided into two parts.

1. A static model of the D062 wholesale (depot) requirements
system. The primary purpose of this model is to study the
effects, on the depot, of changes in deprt stockage policies.
For example, what 1is the expected cost (dollars invested in
inventory) if a change is made in the method of computing safety
stocks? And how will this change affect expected unit fill
rates at the depot?

2. A simulation model of the Air Force multi-echelon {inventory
system for EOQ items. A multi-echelon model 1is necessary to
study how changes in stockage policies at one level affect the
stockage policies at the other level. Unfortunately, analytical
multi-echelon inventory models that capture the essence of the
Air Force system do not exist. Thus, a simulation model is
required.

ITI. A Static Model of the D062 Wholesale (Depot) Requirements System

In order to construct an accurate model of the D062 system, the
latest revision of the D062 documentation was acquired from the BDM
Corporation. In addition, sample outputs were obtained so checks could be
made that our model does, in fact, emulate the actual D062 system.
Because of space limitations, this report focuses on the results obtained

from an analysis using this model rather than on a description of the
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model. Details on the D062 Emulator Model itself are contained in Rinks
(1986a).

As stated previously, AFLC has changed the method for computing depot
safety levels several times as they attempted to "fine tune'” DC62. One
use of this model is to predict the consequences of such changes in depot
stockage policy. Listed below are several methods for computing depot
safety levels.

The following definitions apply; +he subscript i refers to the ith
item, where i = 1, . . . , n.

Qi = order quantity (units)

ROPi = reorder level (units)

ki = safety factor

o, = standard deviation of demand during a leadtime
a, = holding cost fraction

Ai = ordering cost (dollars per order)

¢, = item cost (dollars per unit)

“i = mean demand during a leadtime

Zi = item essentiality

ARSi = average requisition size

ISF = implied shortage factor
B = expected number of essentiality-weighted units in a

backordered status at any point in time
Method 1 -- Original Presutti & Trepp Formula

/2 Q.c.a
kK, = - 0.707 1n [ 141 ] (1)

0.5 ISF 2 o, (1 - ™20, /0)

ROP1 =y + kici 11425 (2)




Method 2 -- Square root of unit cost

V2 Q /c. a
k, = -0.707 1n [ i 1.4

i
0.5 ISF z, o, (1 - ¢ ' 294/9)
i1
ROPi =u; t kioi
Method 3 -- Square root of average requisition size
2 Q, ¢, a,
k, = =0.707 1n [ 144

ROP, = u, + k.o
i i

i b

Method 4 -- Square root of unit cost and square root of average

requisition size

0.5 ISF (1//ARS,) o, (1 - V20 /0))

]

_
VZQ/C—G
k, = - 0.707 1n [ 1 44
0.5 ISF (1//ARS,) o, (1 - =/2q;/0,)
ROP, = u, + k.o,

Method 5 -- Fifty-five day time supply

ROP, =

{ ui + SSi

where the safety level (8S) is set equal to the average usage

fifty-five days.

Method 6 -- One standard deviation of demand during lead time

= +
ROPi ui g
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Method 7 -~

ROPi =

Method 8 --

ROPi =

where Zi =1

One standard deviation of demand during lead time + cne
average requisition lot size

Ui + Gi + ARS:l

Square root of unit cost and factoring of safety level

depending on Mission Impact Essentiality Code

V2 Qi V. a,

0.707 1n | z 1/_ ]
0.5 ISF o, (1 - e 2Q4/9,)
1
ui + Ti kiol f

s 2, 3, or 4 depending on MIEC.

(&)

(9)

(10)

Method ! is the formula for computing safety levels as originally

developed in Presutti and Trepp (1970).

minimizes the total of variable ordering and holding cost subject to a

constraint o

Minimiz

subject

n time-weighted, essentiality-weighted, backorders.

AD n Q
e g 11,5 a,c, (v, +k 0 + —i)
4 1ii 17114 2
Q. i=1
i
n 0.5 20 Q,
to I — (1-exp(-¥2 —=))exp(-Y2k,) S B.
1=1 G %1 1

The Presutti and Trepp model

(11)

(12)

The method of Lagrange yields Equation (1) as the solution for the

safety facto

r for the items, where
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and all other variables except Qi are known or estimated quantities.
Order quantities, Qi’ are also found as part of the solution methodology.
However, D062 uses the Wilson lot size formula with certain modifications
(e.g., order quantities must be at least a year's supply but not more than
three years' supply).

In practice the implied shortage factor ISF is specified In such a
manner that the aggregate safety levels are approximately equal to 55 days
of demand (Hanks, 1985). Consequently, the problem is not really solved
as a constrained optimization problem. Rather ISF is used as a '"control
knob." Larger values of ISF result in larger values for ki’ which, in
turn, result in fewer backorders: smaller values for ISF have the
opposite effect,

The average number of units in backorder status at a random point in

time, B

T for an item with stockage policy Qi and ki is
2
0.5 °1 ‘
BT = == (1 - exp(-v2Q,/0.))exp(-/2k,). (14)
0_i i i i

This expression assumes that demands during a leadtime are Laplace
distributed.

Methods 2, 3, 4, and 8 are all variations of the original Presutti
and Trepp formula. Each of these methods have either been actually used,
or at least considered, by AFLC. One way of viewing the differences in
these models is that they are distinguished by how the item essentiality,
Zi’ is operationalized. The actual rationale behind these variations was
probably much simpler. For instance, if the square root of unit cost
rather than unit cost is used in the formula (Method 2), then the computed
safety factor will be larger for the more expensive items. All other

things being equal, Method lll(oigginal Presutti and Trepp) favors




investment in safety stock for lower cost items as the most efficient way
of meeting the expected backorder constraint. Thus, Method 2 would tend
to shift investment in inventory towards the more expensive items.

Method 5 1is what some believe item managers actually use in
implementing stockage policy for the items they manage. Each item has a
safety level expressed as a fixed time supply of demand. Numerous studies
have demonstrated that variable safety level policies dominate fixed time
supply policies.

Methods 6 and 7 are the safety level policies used at the bases, We
were interested in how simple variable safety level policies such as these
would compare.

The "population" of items for the depot static analysis is derived
from the SSD Emulator Data Base (Hanks, 1985). This data base (a 32~row
by 10-column matrix) is essentially a 320 cell annual dollar usage array.
Each cell represents a '"typical item" at the wholesale level; and a
typical item may, in turn, represent many actual items having similar
characteristics. By taking these cell multiplicities into account, the
data base represents 205,000 SSD items.

From the Hanks' template, information for a cell's annual demand,
cost per unit, average requisition size, and supply management grouping
code (SMGC) are available. Following Hanks, leadtimes were set in
accordance with an item's SMGC: 323 days for 'T' items: 449 days for 'P'
items: and 559 days for 'M' items. Next, means and standard deviations
of demand during a leadtime were calculated based on a cell's annual
demand and leadtime; for the purpose of computing the standard
deviations, demand was assumed to follow a constant Poisson process.

To complete the parameterization, the following values were used in
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the analysis. The implied shortage factor was set at $1100/unit/year and
the holding cost fraction at 157. The ordering cost was $620 if the
annual dollar usage was less than $25000; otherwise, fhe ordering cost was
$970. 1Item essentialities were all assumed equal to 1.0 as no information
was available on which other values might be construed. INote that when
Zi=1’ Method 2 and Method 8 are identicai.

For every item, each method of computing safety levels was used to
calculate safety factors. Order quantities were calculated according to
the D062 EOQ machinery. Given these stockage policies (ki’ Qi)’ expected
number of backorders in place were computed by Equation (14). For the
purpose of exposition, aggregation of results was done by SMGC. A compar-

ison of the expected cost of the methods (dollars invested in inventory)

versus expected number of backorders in place is given in Table 1.

Table 1.

DOLLARS INVESTED IN INVENTORY VERSUS BACKORDERS IN PLACE

SAFETY SMGC = 'T' SMGC = 'P' SMGC = 'M' TOTALS
FACTOR
CALC. BT $ INV BT $ INV BT $ INV Br $ INV
METHOD (000) (000) (000) (000)
1 17445 241863 12774 312621 5494 1118698 35713 1118689
2/8 12812 304489 1163 602199 513 7454033 14488 1667021
3 25285 206907 21105 273122 7561 554901 53951 1034930
4 13519 299741 2335 553233 1154 712840 17008 1565814
5 68891 184024 17808 317849 1630 699621 88329 1201494
6 31699 244861 13128 389975 2434 665774 47261 1300610
7 21946 278361 19185 436581 2190 677069 34321 1392011

A graph of total backorders in place versus total dollars invested in
inventory for the various methods (Figure 1) is quite revealing. The

first observation is that Methods 1, 2, 3, and 4 (Presutti and Trepp and

114-10

|




its variations) dominate the other policies. 1In fact, one can think of
these as another type of '"control knob for dialing in either expected
backorders in place or, alternately, investment in inventory." These
methods appear to be an effective way to do this, given the stated
optimization problem. However, different formulations of the decision

problem might prove even more attractive to the Air Force.

Figure |
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Method 5 -- a 55 day time supply of safety stock for each item -- is
clearly dominated by the variable safety level (VSL) methods. This result
is well> known from inventory theory. Nevertheless, many practicing
logisticians continue to use this method for safety stocks. From Figure
1, one can infer that for the same level of investment in inventory as
required by Method 5, an efficient variable safety level policy would
result in only about one-third as many backorders in place. Clearly, the
Air Force does not want item managers to use Method 5 for establishing
reorder levels. Method 6 is also inferior to VSL methods that consider
pertinent information other than demand variability. Adding a requisition
lot size to Method 6 (Method 7) reduces backorders, although the cost
effectiveness in applying this to all items could be questioned. Adding a
lot size for items having certain demand and cost characteristics might be
desirable,

A single echelon model that focuses only on the depot has obvious
limitations. Foremost, service levels at the bases are not addressed
directly. Nevertheless, models such as this do allow aggregate analysis

of depot stockage policies before they are implemented.

IV. A Multi-Echelon Inventory Simulation Model for EQOQ Items

In order to study how changes in stockage policies at one level
affect the stockage policies at the other 1level, a multi-echelon
simulation model of the Air Force's depot-base inventory system for EOQ
(consumable) items was constructed. Due to space limitations, this report
documents results from a small scale study using this model rather than
fully describing the model. See Rinks (1986b) for a complete description

of the simulation model.
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As far as we are aware, this is a first attempt at developing a
multi-echelon simulation model of the Air Force's depot-base inventory
system for consumable items. Consequently, there are many issues that
warrant investigation. Some of these 1issues are related to stockage
policies; others are related to the depot-base system; while others have
to do with the simulation. A partial list of these issues include:

1. How do different methods for computing depot safety levels

compare in the more realistic multi-echelon simulation model?

2. Are there item specific characteristics (demand level,
cost/unit, SMGC. etc.) that influence the performance of
different stockage policies?

3. How do the number of bases having demand for an item and the
type of base (CONUS, PACAF, USAFE) influence the performance of
stockage policies?

4, How many items as a sample population are required in order to
generalize results to the entire population?

5. How long a simulation is required before the svstem reaches
steady state? Are replications necessary?

Early experience with computer run times on the AFLMC's IBM 4331
system indicated that the scope of investigation would have to be limited.
CPU times for a single simulation, in some cases, exceeded 20 minutes, and
a full scale study might entail several thousand simulation runs. Given
the constraints on computer time and the length of the research period, a
pilot study was designed to address a selected number of issues.

The general framework for the pilot study was three dimensional: (1)
methods for computing safety levels; (2) number of bases having demand for

an item and type of base; and (3) number of items,

114-13

«_%




Based on the findings from the static analysis, we decided on five
methods for computing safety factors: Methods 1, 2/8, 3, 5, and 7. The
number of bases that demanded an item was studied at three levels: 5
bases (1 USAFE, 2 CONUS, and | PACAF), 12 bases (2 USAFE, 8 CONUS, and 2
PACAF), an